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Abstract—We address the problem of detecting expressions
of moral values in tweets using content analysis. This is a
particularly challenging problem because moral values are often
only implicitly signaled in language, and tweets contain little
contextual information due to length constraints. To address
these obstacles, we present a novel approach to automatically
acquire background knowledge from an external knowledge base
to enrich input texts and thus improve moral value prediction. By
combining basic textual features with background knowledge, our
overall context-aware framework achieves performance compa-
rable to a single human annotator. Our approach obtains 13.3%
absolute F-score gains compared to our baseline model that only
uses textual features. '

I. INTRODUCTION

Moral values are principles that define right and wrong for
a given individual. They influence decision making, social
judgments, motivation, and behavior and are thought of as the
glue that binds society together [1]. However, moral values
are not universal, and disagreements about what is moral or
sacred can give rise to seemingly intractable conflicts [2],
[3]. Accordingly, public demonstrations and protests often
involve moral conflicts between different groups. For example,
Table I shows several tweets posted during the 2015 Baltimore
protests?, a series of protests organized after Freddie Gray,
black resident of Baltimore, died in police custody. Users
posted their viewpoints about this event on Twitter, demon-
strating divergent and even opposite moral values.

Detecting moral values in user-generated content not only
can provide insight into these conflicts but also inform appli-
cations that aim to model social phenomena such as voting
behavior and public opinions. For example, [4] shows that
moral concerns play an important role in one’s attitude and
ideological position across a wide range of issues, such as
abortion and same-sex marriage. Moral values have also been
used to investigate various political stances in the United
States. Liberals and conservatives attend to different moral
intuitions [5]: Liberals focus on the notions of Harm and

'The code of our model is available at https://github.com/limteng-
rpi/mvp
’https://en.wikipedia.org/wiki/2015_Baltimore_protests

Moral Values | Tweet

Purity God bless Freddie Gray. He is changing the coun-

Degradation | try and making us address issues that will make
America better. #FreddieGray #Baltimore

Fairness During the #BaltimoreUprising there was SOME

Cheating isolated “rioting,” however labeling the whole thing
as such is patently dishonest.

Authority The mayor of Baltimore should be arrested for

Subversion false imprisonment, because she busted murderers?
You're nuts. #FreddieGray

TABLE I: Tweets related to 2015 Baltimore Protests.

Fairness, while conservatives attend to ideas of Loyalty to in-
group members, Authority, and Purity.

In this work, we predict the moral values expressed in
social media text via a suite of Natural Language Processing
(NLP) techniques. A given text can contain any one or
more moral values, as defined by Moral Foundation Theory
(MFT, elaborated in Section II) [6], or it can be non-moral.
In previous work, computational linguistic measurements of
latent attributes such as moral values, personality, and political
orientation have primarily relied on textual features directly
derived from target texts; these features have ranged from n-
grams, word embeddings, emoticons, to word categories [7],
[81, [9], [10], [11], [12], [13]. While such approaches can yield
powerful representations of text, they fall far short of human
representation, which is greatly enhanced by the capacity to
actively acquire background knowledge for reasoning and pre-
diction. In the domain of moral value detection, the capacity
for external knowledge integration is particularly important.
For example, consider the tweet shown in Figure 1. A reader
who has no knowledge of “Westboro Baptist” could look
it up and learn that it is a church known for anti-LGBT
and racist hate speech. This reader might then infer that this
tweet conveys moral values concerning Purity/Degradation and
Fairness/Cheating. Conversely, an algorithm that lacks access
to background knowledge would be unable to exploit this
information-rich indicator. Accordingly, we apply Entity Link-



ing (EL) to identify entities in tweets, link them to an external
knowledge-base (KB; Wikipedia in this work), and acquire
their abstract descriptions and properties. From the background
knowledge, we extract words showing a strong correlation with
each moral foundation as additional discriminative features to
improve the prediction.

Oh right. CT has marriage equality, so THAT's why #Hurricane-Sandy
is affecting us. Thanks for that reminder, Westboro Baptist Asshats.

Wikiped'ia page tweet
A 4

[Westboro Baptist Church ]»theology
abst'ract thumbnail_\v
Y

Westboro Baptist Church is a Baptist
church which is known for its hate
speech, especially against LGBT people,
Catholics, Orthodox Christians, Muslims,
Jews, American soldiers and politicians.

Fig. 1: Example of Westboro Baptist Church.

Overall, this paper makes the following contributions:

1. We introduce various NLP techniques, such as entity
linking, to tackle the problem of moral value prediction, which
provides a new insight into the inference of latent semantic
attributes in social media.

2. In the area of computational social science, most previous
work involving applications of NLP to psychological mea-
surement has relied exclusively on features derived directly
from input text. Due to the brevity and informality of tweets,
however, textual features alone may not be sufficient for high-
quality prediction. To address this issue, we acquire and in-
corporate background knowledge into our language models in
order to better represent tweets. We use moral value prediction
as a case study for this approach.

II. MORAL FOUNDATION THEORY

What a given person holds to be moral or immoral can vary
widely as a function of individual differences, and contextual
and cultural factors. Moral Foundations Theory [6] 3 aims
to explain this variability as a function of five core moral
factors or foundations that appear across cultures, as shown
in Table II. These foundations account for various aspects
of morality that serve different but related social functions.
Further, degrees of sensitivity toward themvary across different
cultures and can change over time.

Given the importance of human morality for social func-
tioning [1], it is perhaps unsurprising that our moral values
leave residue in cultural artifacts such as texts. Indeed, re-
search indicates that variation in moral rhetoric can reliably
distinguish between cultural groups [5], is responsive to en-
vironmental disturbances such as terrorism [14], and predicts
psychologically relevant behavior [13].

3http://moralfoundations.org

Foundation | Definition

Care Prescriptive moral values such as caring for oth-

Harm ers, generosity and compassion and moral values
prohibiting actions that harm others.

Fairness Prescriptive moral values such as fairness, justice,

Cheating and reciprocity and moral values prohibiting cheat-
ing.

Loyalty Prescriptive moral values associated with group

Betrayal affiliation and solidarity and moral values prohibit-
ing betrayal of one’s group.

Authority Prescriptive moral values associated with fulfilling

Subversion social roles and submitting to authority and moral
values prohibiting rebellion against authority.

Purity Prescriptive moral values associated with the sa-

Degradation | cred and holy and moral values prohibiting violat-
ing the sacred.

TABLE II: Moral foundation definitions.

While classifying the ground-truth moral content of a text
is ultimately subjective and imperfect, general sentiment as-
sociated with the foundations above has been shown to be a
sufficient proxy for models making secondary predictions [5],
[14], [15], [13].

In Table III, we list real tweets on the topic of Hurricane
Sandy extracted from our data set that reflect each of the five
foundations.

Foundation | Example

Care Loss of material things hurts but loss of people

Harm and pets is devastating Sending prayers to all
who were affected by Sandy

Fairness Complicit lap dog biased corrupt media is saying

Cheating Obama has done good job w Sandy WHAT LIES
Organization & Distribution get double F s

Loyalty Love my fellow brothers and sisters in New

Betrayal Jeersey [sic] And fellow Americans standing
strong as a nation Sandy please donate to local
shelters

Authority I maintain a profound respect for govchristie

Subversion newjersey sandy AT_USER humanitarian

Purity Everyone should unfollow AT_USER immediately

Degradation | Making hurricane jokes is pathetic and insensitive
and disgusting sandy

TABLE III: Tweets reflecting each of the foundations.

III. APPROACH OVERVIEW

In this work, our goal is to predict the moral values ex-
pressed in social media text based on Moral Foundations The-
ory via a suite of Natural Language Processing techniques. For
example, moral values of Care/Harm and Purity/Degradation
are expected to be detected from the following tweet — “The
Lord our Shepherd will keep & protect everyone on the
East Coast Apply wisdom & be safe. Listen to the Spirits
nudge. Love you. #Sandy”. Thus, we define the Moral Value
Prediction problem as follows:

DEFINITION: Given a set of documents X = {x1,..., %}
regarding a certain topic and a set of moral foundations F =



{f1,y fm}, for each © € X, return a binary vector y =
{Y1, -, Ym}, where y; indicates whether x reflects concern

on f;.

A. Framework

As Figure 2 depicts, we propose a framework for moral
value prediction that consists of two modules.

Textual Feature Extraction: The basis of the framework is
a recurrent neural network that iterates through the given tweet
and outputs a vector that carries textual features extracted from
the input word embeddings. We will elaborate on the learning
model in Section III-B. Additionally, we include word usage-
related features using the Moral Foundation Dictionary and
Linguistic Inquiry and Word Count.

Background Knowledge Extraction: To incorporate back-
ground knowledge, we utilize entity linking techniques to
identify name mentions in the given tweet and associate them
with their canonical entities in Wikipedia. For each tweet,
we represent Wikipedia abstracts and properties of all linked
entities in a single fixed-length vector.

E Basic: Textual Feature Extraction

Classifier

()

® ©

[tweet +>! Linguistic Inquiry and Word Count

Baptist  Asshats E

Fig. 2: Overall framework.

After that, we concatenate all feature vectors and feed them
into a binary classifier. We train a separate classifier that
returns y; for each foundation f; and merge classification
results from all classifiers. A tweet will be predicted as “Non-
moral” if none of the classifiers return True.

B. Learning Model

In previous studies on predicting attributes such as gender,
personality, power, and political orientation [16], [17], [11],
[18], [19], a document is usually modeled as a bag of words
and represented by counting the frequency of each feature or
aggregating embeddings of words. A major drawback to this
approach is that bag-of-words models disregard word order
and relationships between words that may serve as important
information for classification. Consider the following tweets
that mention “governor”:

* [AUTHORITY] Love our governor’s honesty #njsandy
* [FAIRNESS] Only 14 months till marriage #Equality comes
to NJ, when @CoryBooker is sworn in as next governor.

In the first tweet, two positive words “love” and “honesty”
around “governor” obviously reflect the user’s attitude towards
him. In the second one, however, “governor” is not closely
intertwined with other words and only modified by a neutral
word “next”. Because bag-of-words features ignore such con-
text, the classifier may mistakenly assign Authority/Subversion
to tweet 2 if “governor” is selected as a feature.

To address this issue, we experimented with various su-
pervised learning models and found that the Recurrent Neu-
ral Network-based classifier with long short-term memory
(LSTM) [20] performed the best. LSTM is a specific Recurrent
Neural Network variant designed to better model long-term
dependencies. LSTM cells take as input a sequence of embed-
dings of words {w;, ws,...,w;} in a tweet and output hidden
states {hi, ho,...,h;} in succession. We use the following
LSTM implementations:

it = O'(Wiht,1 + Uiilit + bl)
fi=0(Wihi 1 +Ujz; + by)
g, = tanh(Wyh;, 1 + Ugxs + by)
o, =0(W,hi_1 +U,x; +b,)
c=f0¢c 1+ 09,

h; = 0; ©® tanh(c;)

where 2¢, ft, g+, and o, denote the input, forget, cell, and
output gates respectively. x; and h; are the input and hidden
state vectors at time t. b denotes bias. W and U represent
parameters for hidden states and inputs respectively. o is the
sigmoid function. ® is the element-wise product operator.

The last output h; of the LSTM layer is expected to encode
key information of the entire tweet for moral value prediction.
We concatenate it with additional feature vectors and feed
them into a fully-connected network. On top of the model, we
add a softmax layer to transform the neural network output
into a probability distribution over target labels.

To prevent overfitting, we apply Dropout [21] to outputs
of the embedding, LSTM, and fully connected layers with a
dropout rate of 0.5.

C. Textual Features

In this paper, we use the following textual features.

Word Embedding: Word embedding is a dense distributed
representation which embeds words to a low-dimensional
space to encode their semantic and syntactic information.
Word embeddings have been shown to boost the performance
on a range of NLP tasks, such as part-of-speech tagging,
sentiment analysis, and semantic role labeling [22], [23].

Moral Foundation Dictionary: Linguistic Inquiry and
Word Count (LIWC) [24] is a program that counts the
proportion of words in different psychologically meaningful
categories. Researchers have reported success applying LIWC
to a range of social psychology problems [25], [11]. In this
work, we use Moral Foundation Dictionary [5], a LIWC dictio-
nary that contains 324 foundation-supporting and foundation-
violating words and word stems under 11 categories. It can be
regarded as a kind of moral-oriented prior knowledge, while
it is not as rich as the knowledge we propose to utilize.



IV. BACKGROUND KNOWLEDGE

Prior knowledge plays a critical role in how a human reader
comprehends texts. As discussed above, background knowl-
edge is also important in understanding expressions of moral
concerns. For example, to perceive the Fairness/Cheating and
Purity/Degradation-related moral concerns in the sentence “we
would also like to ban KKK, we need to know that “KKK”
refers to Ku Klux Klan, hate groups opposing the Civil
Rights Movement and same-sex marriage.

A. Background Knowledge Acquisition

To incorporate background knowledge, we apply entity
linking to associate mentions with their referent entities. We
develop a set of criteria to automatically remove or correct er-
roneous linking results based on their types, linking confidence
scores, or part-of-speech tags. Although many entity-related
tasks only focus on limited types of entities: typically per-
sons, locations and organizations, we consider widely defined
entities, such as “Social equality”, as they may provide
crucial background information of the moral rhetoric involved
in the tweet.

We will elaborate each step of the background knowledge
acquisition with the example illustrated in Figure 3.

Entity linking. First, we identify and link mentions to
entities in the KB using TAGME [26], a system developed
to link mentions to pertinent Wikipedia pages. We choose this
tool because most entity linkers are designed for formal texts
such as news articles, while TAGME is intended for short texts
and includes a special mode to handle hashtags, usernames,
and URLs in tweets. TAGME provides an open API*, which
returns a JSON response including identified mentions, offsets,
confidence scores, Wikipedia page titles, and Wikipedia ab-
stract. For tweet 1 in Figure 3, the linker identifies “Booker”,
“everything”, and “him” from the text and associates them
with “George William Booker”, “Everything (Michael
Bublé song)”, and “HIM (Finnish band)” respectively.

Result refinement. In order to cover more mentions in
poorly composed tweets, TAGME annotates phrases regardless
of letter case at the cost of aggressively identifying some non-
name words as mentions, such as “everything” and “him”
in this example. Additionally, the lack of information that
contextualizes the mention stands an obstacle to entity disam-
biguation. For example, with the only clue - “politician” - in
tweet 1, it is difficult to determine whether “Booker” refers to
George William Booker or Cory Booker as both of them
are politicians. To reduce these two types of errors, namely
spurious annotations (“everything” and “him”) and linking
errors (“Booker”—George William Booker), we refine the
results based on the following attributes:

1. Linking confidence score. For each annotation, TAGME
reports a confidence score (p) that estimates the linking
quality. We remove entities with a low score (< 0.1 in our

“https://sobigdata.d4science.org/web/tagne

experiments®) such as George William Booker (p = 0.021)
in the example.

2. Type of entity. We observe that, under most circum-
stances, concepts incorrectly linked to non-name words are
literary or musical work entities, such as songs and books,
which are more possibly titled using common words (e.g.,
Everything (Michael Bublé song)). We collect all entity
types in DBpedia® and manually discard 113 types.

3. Part-of-speech. In general, a single verb, adjective, ad-
verb, pronoun, determiner, or preposition is unlikely to be a
name. Thus, “him”, which acts as a pronoun in tweet 1, should
not be marked as a name. We utilize a tweet-oriented part-
of-speech tagger [27] to annotate the part-of-speech of each
word. If no word in a mention matches any nominal tag, we
will remove the associated entity from the results.

Cross-document propagation. In the previous step, we
present rules to reduce spurious annotations and linking errors.
For the latter case, however, our goal is to leverage prior
knowledge rather than merely eliminating incorrect entities.
Therefore, if the linker returns an annotation with a low
score, we reject it and try to retrieve the referent entity from
annotations of the same mention in other documents. We make
the following assumption: within a topic, when people mention
the same name, they usually refer to the same entity. For
example, in tweets regarding architecture, it is very likely
that all mentions of “Zaha” refer to Zaha Hadid, an architect,
instead of Wilfried Zaha, a footballer. Analogously, as it is
difficult to determine the referent entity of “Booker” in tweet 1,
we check annotations of other “Booker”’s in the entire corpus,
find the most confident one (“Cory Booker” in tweet 2—Cory
Booker, p = 0.536), and use it as the entity of “Booker” in
tweet 1.

Knowledge extraction. Unlike human beings, machines
still lack the ability to process and comprehend complicated
information (e.g., a man carries an American flag upside down
in an image in the Westboro Baptist Church Wikipedia
page, which can be viewed as a political statement or an
act of desecration and disrespect) or disregard information
contributing little to moral value prediction (e.g., population
of New York State). For this reason, we only derive two types
of constructive knowledge that can be processed and utilized
by existing techniques and are applicable to most entities from
the KB as follows:

1. Entity abstract: a summary of an entity, which usually
contains useful facts such as definition, office, party, and
purpose. In this work, we use abstracts returned by TAGME,
which are derived from Wikipedia.

2. Entity property: structured metadata and facts of an entity,
such as the title of a person. We obtain entity properties
from DBpedia and select the following property types that
are related to moral value: purpose, office, background,
meaning, orderInOffice, seniority, title, and role.

5A threshold between 0.1 and 0.3 is suggested by the official documenta-
tion.

Shttp://wiki.dbpedia.org



Tweet 1

Booker is everything a politician should be. I admire and respect him
so much.

Tweet 2

We love Cory Booker too - A Strong Supporter of #SchoolChoice helping
all children get an opportunity in education

C

Entity Linking

| ( Abstract

HIM
band) Booker
I

Everything (Michael
Bublé song)

(Finnish] [George William]

Cory i i
[ Bookor ] Cory Anthony Booker (born April 27, 1969) is an

type: dbo:Single POS: preposition p: 0.021

I American politician and the junior United States
p: 0.536 Senator from New Jersey...

1
Discard
DX :

____________________

Cory Booker

( Properties
dbo:office Mayor of Newark, New Jersey
dbo:office Member of the Newark City Council
L dbo:party  Democratic Party (United States)

1
( Propagate )

Fig. 3: Acquiring background knowledge.

B. Background Knowledge Incorporation

We first merge the abstract and properties of each linked
entity into a single document. For example, the merged doc-
ument of Cory Booker in Figure 3 is “Cory Anthony Booker
(Born April 27, 1969) is an American politician ... Mayor of
Newark, New Jersey. Democratic Party (United States)”.

After that, we represent the background knowledge of each

tweet as:
o=y e w

ec€ teTe

pe
7.

where £ is the set of linked entities, p. is the confidence score
of entity e estimated by TAGME, 7, is the set of tokens of the
merged document of e, and w; represents the word embedding
of token ¢. In other words, we weight the representation of
each entity using its linking confidence score.

Instead of directly concatenating the background knowledge
vector v with other feature vectors, we process it with a
fully-connected network. We introduce this network to extract
only task-related features from the weighted average of word
embeddings and reduce the dimension of the vector.

V. EXPERIMENTS
A. Data Sets

We evaluate the proposed framework on the following two
data sets.

1) Hurricane Sandy. We use a corpus of 4,191 tweets
randomly sampled from a larger corpus of 7 million
tweets containing hashtags relevant to Hurricane Sandy,
a hurricane that caused major damage to the Eastern
seaboard of the United States in 2012. All tweets in-
cluded in these analyses were processed to strip user
mentions, URLs, and punctuation.

Black Lives Matter. This data set contains 4,099
tweets with hashtags related to the Black Lives Matter
movement, such as ‘“#BlackLivesMatter” and “#All-
LivesMatter”. Black Lives Matter is a movement against
racialized violence towards black people.

2)

To establish ground truth for our analyses, three trained
annotators coded these two data sets. Coder training consisted
of multiple rounds of annotation and discussion. After com-
pleting training, annotators coded for the presence or absence
of each moral foundation dimension. Additionally, tweets that
contained no moral rhetoric were coded as “Non-moral”. Gold-
standard classes for each tweet were then generated by taking
the majority vote for each class across all three coders. Each
tweet can be annotated with more than one moral concern at
the same time. In this work, we collapse virtue and vice into
a single category (e.g., Care/Harm) because they are strongly
related.

Hurricane Sandy

Foundation Positive | Negative Pos:Neg

Care/Harm 1,802 2,389 1:1.33 (0.75)
Fairness/Cheating 667 3,524 1:5.28 (0.19)
Loyalty/Betrayal 574 3,617 1:6.30 (0.16)
Authority/Subversion 935 3,246 1:3.47 (0.29)
Purity/Degradation 159 4,032 1:25.4 (0.04)
Non-moral 713 3,478 1:4.88 (0.21)

Black Lives Matter

Foundation Positive | Negative Pos:Neg

Care/Harm 1,103 2,996 1:2.72 (0.37)
Fairness/Cheating 1,201 2,898 1:2.41 (0.41)
Loyalty/Betrayal 575 3,524 1:6.13 (0.16)
Authority/Subversion 485 3,614 1:7.45 (0.13)
Purity/Degradation 244 3,855 1:15.8 (0.06)
Non-moral 994 3,105 1:3.12 (0.32)

TABLE IV: Data set statistics. Note that “positive” and “neg-
ative” do not refer to virtue and vice of a foundation. Rather,
they indicate whether moral concern on a foundation (e.g.,
Fairness/Cheating) is reflected in a tweet or not.

Class frequency analyses of the coded corpora revealed
considerable negative bias, such that the absence of each
class occurred with greater frequency than its presence (See
Table IV). However, this is unsurprising, as there is no reason
to expect half or even close to half of the texts in these



corpora to evoke a given moral domain. Nonetheless, extreme
imbalance like this can inhibit classifier performance by in-
ducing classification bias and failing to sufficiently represent
the population of the infrequent class. To account for this in
our experiments, we up-sample positive classes to prevent bias
toward the majority class. In each training epoch, we randomly
duplicate positive examples until both classes are balanced and
shuffle the up-sampled data set.

To evaluate the annotation quality of these corpora, we
measure inter-annotator agreement (IAA) using prevalence-
adjusted bias-adjusted kappa (PABAK) [28], which is suitable
for imbalanced data. Compared to Cohen’s Kappa, PABAK
is calculated only from the observed proportion of agreement
between annotators. Based on the widely referenced standards
for Kappa proposed in [29], IAA scores of these data sets
range from moderate (0.41-0.60) to almost perfect (0.81-1.00).

For both data sets, we sample 80%, 10%, and 10% of all
instances as the train, development, and test sets respectively.

B. Experimental Setup

We use pre-trained word embeddings in our experiments.
For the Hurricane Sandy dataset, we train word embeddings
from the complete corpus containing 7 million tweets using
the word2vec package’. For the Black Lives Matter dataset, we
use 100-dimensional GloVe embeddings trained from 2 billion
tweets®. For the background knowledge representation, we
use 100-dimensional word embeddings trained from English
Wikipedia articles with word2vec.

We optimize the model with Stochastic Gradient Descent
with momentum. Table V shows other parameters of the
model.

Hurricane Sandy

Layer Parameter Value
Fully-connected Cell Number [20, 2]
LSTM Hidden State Size | 100
Forget Bias 1.0
Moral Foundation Dictionary | Dimension 5
Background Knowledge Dimension 5
Optimizer Learning Rate 0.005
Batch Size 10
Momentum 0.9

TABLE V: Model hyper-parameters.

C. Overall Results

We evaluate our model with four feature sets: word embed-
ding alone (E), the combination of word embedding and Moral
Foundation Dictionary (E+MFD), the combination of word
embedding and background knowledge (E+BK), and the com-
bination of all features (E+BK+MFD). Model performance is
evaluated using F-scores.

Table VI shows that our model achieves much higher F-
scores on the Black Lives Matter data set. As numbers of

"https://github.com/tmikolov/word2vec
8https://nlp.stanford.edu/projects/glove

Foundation E E+MFD | E+BK | E+MFD+BK
Care/Harm 79.6 80.4 80.6 78.7
Fairness/Cheating 55.6 60.3 62.5 60.7
Loyalty/Betrayal 65.6 66.1 67.4 66.9
Authority/Subversion | 42.8 50.7 493 44.8
Purity/Degradation 27.3 32.7 40.6 36.2
Non-moral 49.5 49.7 54.9 52.8
Black Lives Matter
Foundation E E+MFD | E+BK | E+MFD+BK
Care/Harm 74.8 74.1 78.9 75.0
Fairness/Cheating 86.7 86.0 87.1 87.2
Loyalty/Betrayal 91.9 93.1 93.2 93.1
Authority/Subversion | 92.7 91.8 94.9 934
Purity/Degradation 84.7 85.0 85.1 84.5
Non-moral 717.5 78.3 81.4 80.5

TABLE VI: Overall results (%, F-score). E, MFD, and BK
represent embedding, Moral Foundation Dictionary, and back-
ground knowledge respectively.

training examples are similar for both data sets, we think
the inter-annotator agreement is a crucial factor that affects
the performance. For the Hurricane Sandy data set, IAAs
range from 0.45 to 0.82, while IAAs on the Black Lives
Matter data set are higher than 0.80 except for the Care/Harm
foundation. Generally, a higher [AA indicates better annotation
consistency and less noise in the data.

Our experiment results provide evidence that integrating
background knowledge into the representation of tweets im-
proves detection of moral values. We calculate the significance
of F-score differences using unpaired ¢-test. All differences are
significant with p-values < 0.05.

The following example demonstrates this process for a tweet
which contains Authority/Subversion rhetoric:

* [AUTHORITY/SUBVERSION] Holy shit Chris Christie is
asking for federal funds Sounds like a self hating republican
to me hurricanesandy

The baseline model fails to identify the moral sentiment
on Authority/Subversion. After linking “Chris Christie” and
“republican” to Chris Christie and Republican Party
(United States), we know the former is the 55th Governor
of New Jersey and the latter a major political party in the
United States. In their entity abstracts and properties, our
model extract useful information from politics-related words
such as “governor” and “party” to confirm the moral sentiment
on Authority/Subversion in this tweet.

In another example:

* [PURITY/DEGRADATION] Hurricane Sandy is an opportu-
nity for believers to embody the perfect peace Isaiah 26 3 talks
about as we trust in HIM hurricanesandy

Although we successfully link “Isaiah” and use the prior
knowledge to correct the prediction, the linker fails to associate
“HIM” with God, which illustrates the limitations of existing
techniques. Humans are able to make a quick inference about
the referent of “HIM” from its distinct uppercase form because
pronouns referring to God are often capitalized or uppercased.



In contrast, it is difficult for machines to distinguish different
“HIM”s (e.g., a common yet uppercased pronoun, a pronoun
referring to God, the Finnish rock band, etc.), especially in
poorly composed texts such as tweets.

Unexpectedly, we observe that adding the Moral Foundation
Dictionary does not further improve the performance if we
have background knowledge. A possible reason is that with
a limited amount of training data, increasing the number of
features can lead to overfitting and thus hurt the performance
on development sets.

D. Comparison with the Human Annotator

While we have demonstrated the viability of our approach
for classifying moral rhetoric, to truly evaluate the perfor-
mance of these models it is necessary to compare them to
human coder performance. To do this, we had a minimally
trained fourth coder annotate a sample of 300 tweets from the
Hurricane Sandy data set and used both the coder’s annotations
and the predictions from our model to label moral concerns
on these tweets. This enables us to compare the performance
of the model to the performance of an independent human
annotator.

Foundation the 4th Human Our Model
Coder
Care/Harm 76.0 76.3
Fairness/Cheating 76.6 72.3
Loyalty/Betrayal 62.2 69.5
Authority/Subversion 68.5 67.8
Purity/Degradation 61.8 54.8
Non-moral 77.9 69.2

TABLE VII: A comparison of performance between human
and our method on the Hurricane Sandy dataset (%, F-score).

On most categories, our model performs comparably to the
human annotator (see Table VII). We observe a large gap in the
prediction of Non-moral, which may indicate that humans have
a stronger ability to recognize tweets without moral content.
We also observe that although our model achieves comparable
performance to the human annotator, the latter is superior in
understanding deeper information in text to make inference.
For example, in the following tweet:

* [LOYALTY] There needs to be a proper balance between
individual responsibility and collective obligation Superstorm
Sandy has shown us that

Although “individual responsibility” and “collective obli-
gation” are not typical words for Loyalty/Betrayal, a human
reader is able to understand that the author’s concern on this
foundation is reflected when discussing the balance between
“individual responsibility” and “collective obligation”. The
model, however, is unable to capture their relationship to make
the correct prediction.

E. Remaining Challenges

Despite the effectiveness of our proposed model, we en-
counter some unsolved problems over the study period. We
summarize the remaining major challenges as follows.

Tweets are often too short to provide contextual cues
sufficient for entity disambiguation. For example, for the tweet
“Willard is a Frickin Lying Hypocrite”, it is hard for the entity
linking system to determine which entity “Willard” refers to.
Additionally, tweets are often poorly composed and need to be
normalized. People extensively use elements such as hashtags,
abbreviations, slangs, and emoticons in tweets, which affects
the performance of the entity linker and classifiers.

Further, knowledge from KBs is relatively static and limited.
Consider the following tweet, “Sandy could be God s answer
to Obama letting his countrymen die in Benghazi and then
lying about it”. The entity linker can easily link “Benghazi”
to the Benghazi city. However, the real concerned knowledge
is the attack against United States government facilities in
Benghazi in 2012 instead of other facts, such as the population
of the city, in the KB. To address this issue, we need to exploit
more comprehensive knowledge of other types or from other
sources, such as news and tweets.

In this work, we manually select the entity types to remove
and property types to keep in the background knowledge
extraction step due to the limited data size. Manual selection
may introduce individual biases and weaken generalization
ability of the model on other corpora and domains. With
enough occurrences of entity and property types, a number
of automatic feature selection methods are applicable, such as
mutual information, chi square, and information gain.

Additionally, we only focus on English tweets in this
paper. There are two obstacles to applying this framework
to other languages: (1) Large-scale Knowledge Bases are not
available for all languages. For example, in Wikipedia, only 13
languages have more than 1 million articles; (2) Most entity
linking systems are designed for English or a few languages.
Without a mature entity linker, we are not able to identify and
disambiguate named entities in text. We think cross-lingual
entity linking [30] is a possible solution to these issues.

We also observe that moral value predictor trained on data
in one domain usually does not work well on another domain.
Therefore, we plan to incorporate cross-domain transfer tech-
niques to reduce the annotation cost when migrating the model
to new domains.

VI. RELATED WORK

Textual Content Analysis in Computational Social Sci-
ence. Recently NLP techniques have been successfully applied
to computational social science. Combined with social network
analysis, textual content analysis has shown promise in appli-
cations such as moral value prediction [13], [14], sentiment
analysis [31], [32], [33], [34], [35], sarcasm detection [36],
[37], [38], gender prediction [7], [17], hate speech detection
[39], [40], personality prediction [9], [11], leadership role
identification [41], expertise location [42], and social inter-
action analysis [43], [44].

Moral value prediction shares similarities with several NLP
tasks, such as sentiment analysis and emotion detection,
whereas it differs from them in the following respects:



1. We view moral value prediction as a multi-label classifi-
cation problem instead of a multi-class classification problem.
A tweet can hold moral rhetoric on more than one foundation
at the same time.

2. Generally, moral values are conveyed in an implicit
manner and closely related to attributes and events of the men-
tioned names. Therefore, moral value prediction has higher
requirements for the background knowledge of the given tweet
in order to construct the context and infer the involved moral
rhetoric.

Nevertheless, to the best of our knowledge, our work is
the first attempt to incorporate background knowledge through
entity linking to enhance implicit content analysis in the
area of computational social science. It should be noted
that although there is a study on incorporating background
knowledge into movie reviews classification by [45], their
“background knowledge” refers to articles describing the target
movies, which are different from the background knowledge
we actively extract from the knowledge base.

Entity Linking: Entity linking is the task of mapping each
named entity mention in the source text to a unique entry in
a knowledge base. In addition to TAGME that we use, recent
work has exploited various approaches for entity linking, such
as [46], [47], [48], [49], [50], [51]. Compared to formal
texts, tweets are usually concise and poorly composed. With
rich variations of named entities and the lack of contextual
information [52], entity linking for tweets is more challenging.
Some recent research focuses on tacking these challenges, such
as [53], [52], [54]

VII. CONCLUSIONS AND FUTURE WORK

Moral value prediction is a critical task for predicting
psychological variables and events. Using it as a case study, we
demonstrate the importance of acquiring background knowl-
edge for extracting implicit information through our new
framework. Our framework can also be adapted for other
implicit sentiment prediction tasks that are convertible to a
multi-label classification problem, such as detecting personal-
ity types through text analysis [55].

In the future, we will exploit more up-to-date background
knowledge from wider sources such as news articles. We
also will detect specific moral value holders and target issues
associated with each moral concern (e.g., women’s rights is the
issue of the moral concern on Fairness/Cheating in “oppression
of women must be tackled”). We are interested in uniting
moral value prediction with a variety of applications such as
implicit community membership and leadership roles detection
in social networks and event prediction. Moreover, because
users post tweets on diverse topics and in different languages
on social media, we are also migrating our framework to more
languages and domains.

We believe computational social science research can es-
tablish a bridge between NLP techniques and social science
theories. We apply computational methods to analyze social
phenomena supported by social theories, while more complex
and accurate models can help verification of social science

theories as well. It is worth noting that the socio-psychological
framework of Moral Foundations Theory is one of the many
proposed frameworks aiming at explaining the full spectrum of
human moral reasoning. These frameworks are complimentary
in a number of ways, but are also seen as competitors [56]. We
believe computational methods, such as the method described
in this paper, can help disentangle the differences between
these frameworks.
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