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How humans learn about knowledge?
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What is the knowledge that humans aim to learn?
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Machines learn knowledge through multi-sensory interactions
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Video: A “Visual Recording” of World State Changes

Where can we learn such physical world knowledge without interactive data $ $ $7?
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https://arxiv.org/abs/2212.03191

Existing V+L Models

Current models rely on object-centric abilities as a shortcut for V+L understanding.

A person sings at a concert.
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person, sing, concert person, dance, concert

A man jumping into a river.

Model Verb Accuracy
MMT 60.8
Merged—MMT 60.7
Lang—MMT 64.5
Image—-MMT 59.7

man, jump, river

man, kayak, river

11

Figure Credits: Zhenhailong Wang

Low Verb Performance

" Lisa Hendricks, et al. (arXiv 2021)



Existing V+L Models

the horse is eating the grass ‘ 78%

Bags of Words

“When and why vision-language models behave like bags-of-words, and what to do
about it” Mert Yuksekgonul, et al. (ICLR 2023)
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Figure Credits: Zhenhailong Wang



Existing V+L Models

Current models rely on object-centric abilities as a shortcut for V+L understanding.

Method 4P #Train MSRVTT DiDeMo ActivityNet Cap
Frame R1 R5 RIO RI R5 RIO RI R5 RIO
HERO [37] 136M 310 20.5 476 609 - - - - - -
ClipBERT [31] 0.2M 16/16/8 220 46.8 599 204 480 60.8 21.3 49.0 63.5
VideoCLIP [61] 136M 960 309 554 66.8 - - - - - -
Frozen [4] M 4 31.0 595 705 31.0 598 724 - - -
AlignPrompt [34] SM 8 339 60.7 73.2 359 675 788 - - -
All-in-one [58] 138M 9 344 654 758 327 614 735 224 53.7 61.7
CLIP4Clip [47]  400M 12/64/64 42.0 68.6 78.7 42.8 68.5 79.2 40.5 72.4 98.2
SINGULARITY SM 1 36.8 659 755 474 752 840 430 706 81.3
SINGULARITY 17M 1 41.5 68.7 77.0 539 794 869 47.1 755 85.5

Single-Frame

“Revealing Single Frame Bias for Video-and-Language Learning” Jie Lei, et al. (ACL23)

Figure Credits: Zhenhailong Wang


https://arxiv.org/abs/2206.03428

Existing V+L Models
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Knowledge can also help with V+L Pretraining IGLDOQEL

Compared to raw data, knowledge is important and useful information.
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We learn three types of knowledge

Factual Knowledge are information about instance-level facts extracted from raw data.

Text Vision
Entity Object
Relation Scene Graph

Event Activity/Situation
Affordance Embodied Al

Factual Knowledge
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Goal: Surface = Deep Semantic Knowledge
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Challenge 1: Complex Situation

Complex Situation

Event / Action

Semantics




We learn three types of knowledge

Common knowledge refers to knowledge of common patterns that is acquired or

summarized from historical interaction with the world.

Text Vision | Procedural

Entity Object | “Knowledge -
Relation Scene Graph / Common- ( ,, E}&eir’rrirél

Event  Activity/Situation anm:zge S kB
Affordance = Embodied Al -

Factual Knowledge Common Knowledge
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Goal: Surface - Deep Semantic Knowledge IGQOQ[DL
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Challenge 2: Long-Horizon Planning

Complex Situation Long-Horizon Planning

Event / Action Temporal

Semantics © Dynamics




We learn three types of knowledge

Model Knowledge (parametric knowledge) is the knowledge embedded and encoded in models.

Text Vision /" Procedural L language™ v+l N
Entity Object / 7 f(nowl(edge/ ‘ | _mOde,,,l, \ ~model
Relation Scene Graph / Common- \ P - . DN Re ‘
g i sense ) ( External ) | \ ’[
Event Activity/Situation \Knowledge/ KB : e
Affordance  Embodied Al | ‘ N .

Factual Knowledge Model Knowledge

Common Knowledge
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Can we borrow the ability from LLM?

Large Language Models (LLMs) are very powerful.

text-davinci-002™
chatGPT
' ’

' NLP
tasks in 2020

L) ‘ 2

=

- I B ;LA https://twitter.com/xiye_nlp



One Solution: Language As Supervision

Language Ability
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One Solution: Language As Supervision

Language Ability

Compositional Long Context
Semantic Structure Reasoning

Complex Situation ‘ Long-Horizon Planning

Event / Action Temporal

Semantics © Dynamics




We inject knowledge to V+L foundation models R

We patch three types of knowledge into V+L foundation models.

Text Vision /" Procedural L language™ v+l N
Entity Object / 7 f(nowl(edge/ ‘ | _mOde,,,l, \ ~model
Relation Scene Graph / Common- \ P - . DN Re ‘
g i sense ) ( External ) | \ ’[
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Factual Knowledge Model Knowledge

Common Knowledge
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Outline: Factual Knowledge

Factual Knowledge are information about instances extracted from raw data.

Text Vision
Entity Object
Relation Scene Graph
Event Activity/Situation
Affordance  Embodied Al | E?]%I\i/\clzli;dge

Factual Knowledge
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Outline: Factual Knowledge
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Outline: Common Knowledge

Common knowledge refers to knowledge of common patterns that is acquired or

summarized from historical interaction with the world.

Text Vision /" Procedural ™
o \_Knowledge

Entity Object

External
KB

Relation Scene Graph sense )
| ~Knowledge~

Event Activity/Situation

Factual Knowledge Common Knowledge
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Common Knowledge: History repeats itself

—> temporal ---> pre-condition — hierarchy /. Make Cheese Cake

J

Make Crust (
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oven foil
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Common Knowledge: History repeats itself
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Commonsense Knowledge

Commonsense knowledge includes facts about events occurring in time,
about the effects of actions.

ConceptNet Knowledge Graph

person Sl
— CapableOf — N

/ e " Antonym

CapableOf CapableOf \ N N .t

Why are [personl] and [person3] shaking hands?

___....--“7 put down (a) [person1] and [person3] are presenting a trophy to someone.
RelatedTo (b) [personl] and [person3] just made a deal.
sit - have a rest (c) [person1] and [person3] are old friends seeing each other for the first time in
? RelatedTo — a long time.
sofa (d) They have just met and are greeting each other.
RelatedTo I think so because ...
bench (a) People like to greet each other when they meet by shaking hands.
(b) They look like they are shaking hands to introduce themselves.
(c) They are meeting each other for the first time.
/()\Of Sge[lnﬁlﬁmpug mvﬁdtge . F I:ree base g?:ns;t?me people shake hands to greet one another by grasping each others’

Vision—Language—Knowledge Co-Embedding for Visual Commonsense Reasoning



How to add common knowledge?

Two ways to learn procedural knowledge

Use knowledge: Explicit
As Data Knowledge
As Supervision Source

In Model

Common

Knowledge

Implicit
GVl [s[SM Learning from massive data
Source

48



Model Knowledge

Model Knowledge is the knowledge embedded and encoded in models.

mcidel ,,,F“Ode,‘,,
N

Knowledge

Model Knowledge

49



Model Knowledge

Implicit
Knowledge
(L > V)

Explicit
Knowledge
(L->V)

Knowledge

Distillation
(V—-> L)

Leveraging
Frozen LM

External KB

Physical
Knowledge

Convert
multimodal info
into text

Large
Language
Models

Commonsense
Knowledge

50
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Summary: How to learn multimedia embedding? R &2 OQLI

Knowledge
for
\Y [oYo[<]

Knowledge-
Driven V+L

Pretraining

Knowledge
for
Data
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Moving towards...

« On the model side, adding knowledge can guide the model where to focus.
« Compositional Multi-Granularity Semantic Knowledge (such as verb, adjectives, etc)
« Long Horizon Reasoning (such as temporal dynamics, etc)

« Parametric Knowledge Controlling (such as parameter editing, etc)

* On the data side, knowledge is useful in the following ways:
* In-context prompt
« Data augmentation

 Data selection

« Effective Feedback

52
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Timetable

Content Time Presenter
Motivation and Overview 15min Manling Li
Factual Knowledge 30min Manling Li
Commonsense Knowledge 15min Manling Li
Procedural Knowledge 30min Xudong Lin
Model Knowledge 30min Jie Lei
Panel: Knowledge vs Large Models 15min Mohit Bansal, Carl Vondrick, Xudong Lin
Panel: LLMs for multimodal 15min Mohit Bansal, Carl Vondrick, Jie Lei
Panel: Image vs Video vs Audio vs Others 15min Mohit Bansal, Carl Vondrick, Xudong Lin
Panel: Open Challenges 15min Mohit Bansal, Carl Vondrick, Jie Lei

QA 30min All

57




Factual Knowledge

Compared to raw data, knowledge is important and useful information.

Text Vision
Entity Object
Relation Scene Graph
Event Activity/Situation
Internal .
Knowledge Affordance Embodied Al

Factual Knowledge

58



Image Event Structure

What is “Event” Knowledge?

What happened?




Why Deep Semantics? Image Event Structure

What is “Event” Knowledge?

-
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v What happened?
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= Yes! A protest.

9

< Foga What are they protesting for?




Why Deep Semantics? Image Event Structure

What is “Event” Knowledge?

-
-~

v What happened?
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= Yes! A protest.
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What are they protesting for?
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What is “Event” Knowledge?

What happened?

Yes! A protest.
What are they protesting for?

N
vaccine m)/

negation x




Existing object-centric info miss situational understanding

Vision




Existing object-centric info miss situational understanding
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Existing object-centric info miss situational understanding
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Existing object-centric info miss situational understanding
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Existing object-centric info miss situational understanding

Object Entity
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Scene Graph




Existing object-centric info miss situational understanding

Object Entity
Relation Relation
Scene Graph Entity-Relation Graph
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Existing object-centric info miss situational understanding

Vision

Object Entity

Entity-
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Existing object-centric info miss situational understanding

Vision

Object Entity

Entity-

‘ Relation Relation
centric

Scene Graph Entity-Relation Graph

State-of-the-art Captioner (Kamath et al., 2022)

Answer

awoman holding a sign in front of a group of people.

a woman holding a sign while standing in a park.

a woman holding a sign in front of a crowd.




Image Event Structure

Definition of “Event”

What happened?

Protest




Definition of “Event”

What happened?
Who?

Protest

; ; i<

Protest

parent
child
banner

No vaccine
mandate for kids




Image Event Structure

Definition of “Event”

What happened?
Who?

Protest

40

Event Protest

Protester parent
Protester child

banner

No vaccine
mandate for kids




Definition of “Event”

What happened?
Who?

Protest

40

Event Protest

Protester parent
Protester child

Tool banner

No vaccine

Topic mandate for kids




A New Task of Multimodal Event Extraction [ACL’20]

Event Extraction

[Manling Li, et al., Cross-media Structured Common Space for Multimedia Event Extraction. ACL 2020]



A New Task of Multimodal Event Extraction [ACL’20]

Event Extraction

Input: text, image, video, speech, ...

[Manling Li, et al., Cross-media Structured Common Space for Multimedia Event Extraction. ACL 2020]



What is Multimodal Event Extraction? [Li et al, ACL’20]

Protest

Event Extraction

banner

Input: text, image, video, speech, ... g O

Output: structured knowledge

[Manling Li, et al., Cross-media Structured Common Space for Multimedia Event Extraction. ACL 2020]



What is Multimodal Event Extraction? [Li et al, ACL’20]

Protest

Event Extraction

banner

Input: text, image, video, speech, ... g O
Output: structured knowledge

1. Event Type (e.g., protest)

[Manling Li, et al., Cross-media Structured Common Space for Multimedia Event Extraction. ACL 2020]



What is Multimodal Event Extraction? [Li et al, ACL’20]

Protest

Event Extraction
Input: text, image, video, speech, ...

Output: structured knowledge

1. Event Type (e.g., protest)

2. Participants (e.g., child) & Semantic Roles (e.g., protester)

[Manling Li, et al., Cross-media Structured Common Space for Multimedia Event Extraction. ACL 2020]



What is Multimodal Event Extraction? [Li et al, ACL’20]

Event Extraction
Input: text, image, video, speech, ...
Output: structured knowledge

1. Event Type (e.g., protest)

2. Participants (e.g., child) & Semantic Roles (e.g., protester)

Entity-

d Surface
centric

Two Objects A Triplet Generic

Event-
centric

Multiple Objects Semantic Structures Situational

[Manling Li, et al., Cross-media Structured Common Space for Multimedia Event Extraction. ACL 2020]



Goal: Entity-Centric = Event-Centric
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Goal: Entity-Centric = Event-Centric

State-of-the-art Captioner (Kamath et al., 2022)

Answer

awoman holding a sign in front of a group of people.

nan holding a sign while standing in a park.

Entity-
- 1114 [« 32N holding a sign in front of a crowd.

Protest

Event-
centric




Adding knowledge to pretraining models

Knowledge for
Model

Knowledge for
data

physical world
knowledge

situational
knowledge

scene graphs

object &
labels

pixels
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What is factual knowledge?

» Multimedia Knowledge Base with entities, relations and events.
/\ event () entity

~ 1
The first-ever official visit by a British royal to [Israel is underway. Prince William the 36 year-old Duke of|{Cambridge and second in
line to the throne will meet with both - and_ leaders overthe next three days.

Contact.Meet_Participant

" | entity: GPE entity: PER event 86



Goal: A joint representation of text and vision knowledgeI

Confllict.Attack Conflict.Attack Conflict.Attack
Target _Place _Instrument
E Hospitals [Target] have
-« 5308 013" 0.10 a been overwhelmed

following the attack

0T s T S e D [Conflict.Attack] in i
o e Somalia [Place]. The objectO object
(Transport.TransportPerson)  (Conflict.Attack) bomb ©-87 wounded [Person] are d d
attack sent[Transcation. ; ‘) type
sent TransportPersonjto : o lype f type type \type
sw. 0.10 0 %_ 0.76 another hospital. : 9 O (OTree
0 16 e Rl S / g —~ Buil ing O Pefson Person
e T News Article Image & Visual Object
exploded Testing Image
destroying
\ Shared Text Encoder Shared Image Encoder
\ Ontology GCN Text GCN | Ontology GCN . Image GCN
. " N ~ - N -
Conflict.Attack nsubf"pc'g"ﬁf’nod _ destroying ;
role () role : intersection ¢
Instrument 5/, Place type bomby”  nmpd () nsub,-pasls Destroyed O_role :
O QTar et C comd case O h t | : 'terﬂ:\) role OTOOI
type - % : O O O Q fined Pl -1 visual object visual
A type type -~ Weapon truck outside i Stype ,ypeace type, i ) object
O ) _ - Atruck bomb [Instrument] exploded [Conflict Attack] = () ® i ikl
Weapon Geographic_Entity - outside a hotel [Target] in the K5 intersection [Place] = «pi bomb : : o6 type :
: sk : : - ship ocean % P
5 that is lined with government offices. : 3 BoatO O Fire :
Event Type & Argument Role Trigger & Entity 1§ Activity & Role Image & Visual Object .87

Text Ontology o Text - Visual Activity Image
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Pixels - An Image is Worth 16x16 Words

The simplest way is to split an image into patches

Vision Transformer (ViT) Transformer Encoder

I
I A
| | 5%
MLP :
Head I i
l A
| Norm
Transformer Encoder :
I
- | ]
" - DD | ([
[c[:izggllccz:;ﬁlgging Linear Projection of Flattened Patches | A i A
|
. | | |i ‘ | | | I I Norm
wEn -SEENENNES |
W E | Embedded 89
‘ I Patches




Pixels - Unified Model: Pix2Seq

Another way is to treat pixels as tokens.

Y1 Y2 Y3

Image
> o
E Augmentation X Ypred
Bbox, Sequence | _
class Construction & Augmentation R
Objective

(next token prediction)



Adding knowledge to pretraining models

physical world
knowledge

situational

Knowledge for knowledge

Model
scene

graphs

object &
labels

pixels

Knowledge for
data
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Entity Knowledge

« Object Detection: Object instances at the bounding box level
« Semantic Segmentation: Object class at the pixel level
« |nstance Segmentation: Object instances at the pixel level

'

Object detection Semantic Segmentation Instance Segmentation

https://www.v7labs.com/blog/object-detection-guide 92

/
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Two-Stage (With Proposal) One-Stage (Without Proposal)

cla551fier

RoI pooling

1. Resize image.

2. Run convolutional network.
3. Non-max suppression.
proposals
Region Proposal Networ Extra Feature Layers
X K

feature maps R . through Convs_3 layer saifor - Com: SxiAs(Classensd) ;|

N D N R\ Cassifior : Cornv: 3x3uiBx(Classes ﬁ S|

\\ PN NN N [NNe— S g
g a i " - " N G, 74 3maP
B = || ! ‘ \ 8= €| sorps

[ comes Goa ol " 5N\, o SinaxClassesss) |

L »-\ ‘ cona 2 oot \ % |

\> o N o \ r -
conv layers N N\ N\ N N N\ Q,T u::_* 8
s \{ 3004 \{ 1024 512 e NED L
Conv: IxAx1024 Conv: 1x1x1024 Conv: 1x1x256  Conv: 1 Conv: P
Conv. 3x3x512-52 Conv: 3x1x256.52 Conv. 56- Conv, X256

A&{_;ﬂ___ e = N\ ; *1;

R YOLO Customized Architecture 3 |

1k e < y |8
S \ N 7 \ 8| — 63.4mAP
Faster RCNN Mask RCNN 2| |~ M . S a 4|5 4sres

% [ \( § E

\ /\ |

N\ Jd \\ | / \ 8 k Ir

S Fully Connected  Fully Connected L |

Ren, S., He, K., Girshick, R., & Sun, J. Faster r-cnn: Towards real-time object detection with region proposal networks. NeurlPS 2015.
He, Kaiming, et al. "Mask r-cnn." CVPR 2017.

Redmon, Joseph, et al. "You only look once: Unified, real-time object detection." CVPR 2016. 93

Liu, Wei, et al. "Ssd: Single shot multibox detector." ECCV 2016.



Adding objects to V+L Pretraining

Objects are used to better mask the regions.

(Image Embedder ) UNITER Model ( Text Embedder )
Image Feature ( —— — L ———n | a— Text Feature
\ : = - Transformer = : = 4
e i e e e e e e e AN
LFc ] [Fc] i d L S Emb | ~ [Emb
‘R—CNN HLocation’ m : , *ﬁ it - - - - - - L - L 3 — — ) [ Token HPosition
k , T man with his dog on a couch v

dog - >HA A A ‘ 0{1
UNITER ] UNITER ] Ea 'T.ER. _ ]

P— . A B B —= 4 A [ A ‘ ’ ] ]
- man with his [MASK]-‘- man with his dog --- maniweh Bl Cogils=]

Word Region Alignment (WRA)
Masked Language Modeling (MLM) Masked Region Modeling (MRM) Image-Text M+atching (ITM)




Oscar [ECCV 2020] and VinVL [CVPR 2021] R Ol

* ODbject knowledge is richer.
« Add object label knowledge as anchor points

Contrastive Loss Masked Token Loss
Fawes () () (J OO OO OO O O O O O O O
Network Multi-Layer Transformers
Embeddings () () () (OO O OO OO OO OO O O O O
( Y4 N[
[CLS] A dog is [MASK] on a [SEP] dog [SEP]
Data = S = = N e
Word Tokens Object Tags Region Features
- L > Image
Modality b - S
o Language Image
Dictionary — :
Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks, ECCV 2020 95

VinVL: Making Visual Representations Matter in Vision-Language Models. CVPR 2021



Soft Prompt Entity Knowledge [CVPR2022]

* [Align and Prompt 2021] Align and Prompt: Video-and-Language Pre-training with

Entlty Prompts quividually pre-trair‘led with
- Adding regional entity prediction task Video-Text Contrastive loss
random video crops
prompter girl 0.96
sport 0.02

video
encoder

person

\/

ﬁ' dog 0.47
BSSEN pup  0.44
wasme grass 0.61
.+ .. bush 0.32

object similarity —»
" | detector
A

text
encoder

e.g. ActBERT soft entity labels

previous work rely on object detectors with expensive

computation and limited object categories ¥icko

encoder

“ | multimodal |
encoder
<
text

“A cute girl walks a > encoder ALPRO
dog in the park.” 9%

image source: Align and Prompt: Video-and-Language Pre-training with Entity Prompts

v 'y



Adding knowledge to pretraining models

physical world
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event
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ERINE-VIL [AAAI2021]

« Add scene graph knowledge as downstream tasks
* Object prediction
« Attribute prediction
* Relationship prediction

(a) Objects

(b) Attributes

A tan dog and a little girl kiss.

LAARPRIIGT 1 G
e =

The little girl is kissing the brown cat. A black og playing with a gren toy. An older man repairing a bike tire in a park.

98
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ERINE-VIL [AAAI2021]

« Add scene graph knowledge as downstream tasks

Object Prediction Attribute Prediction Relationship Prediction Scene Graph KnOWledge

RS ) a2 === o LI (ee——Y T D D
) house ] ) ] 3 m [} 1 ) o Pl |
T SETED T

[woman] [ in

little

Two-stream Cross-modal Transformers (_putting |~ (ear ]
o/ }of‘

objects

- L1 IR B T e P T
-- BEEERREE o

Masking [ car ] brown

i1

Lo 2o /“/9'//

*

A woman in a blue dress is putting herlittle white

caton top of a brown car in frontof her house. o Scene Graph Parser

99
ERNIE-ViL: Knowledge Enhanced Vision-Language Representations Through Scene Graph, AAAI 2021



Adding knowledge to pretraining models

physical world

knowledge
event
Knowledge for
Model knowledge
scene
graphs

object labels

pixels

Knowledge for
data
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Vision vs. NLP for Event Extraction

* Vision does not study newsworthy, complex events

* Focusing on daily life and sports (Perera et al., 2012; Chang et al., 2016; Zhang et al., 2007; Ma et
al., 2017)

* Without localizing a complete set of arguments for each event (Gu et al., 2018; Li et al., 2018;
Duarte et al., 2018; Sigurdsson et al., 2016; Kato et al., 2018; Wu et al., 2019a)
* Most related: Situation Recognition (Yatskar et al., 2016)
* Classify an image as one of 500+ FrameNet verbs
* |dentify 192 generic semantic roles via a 1-word description

CLIPPING JUMPING SPRAYING

ROLE  VALUE VALUE ROLE  VALUE ROLE  VALUE ROLE  VALUE
AGENT MAN AGENT VET AGENT BOY AGENT BEAR AGENT MAN AGENT | FIREMAN

SOURCE SHEEP SOURCE DOG SOURCE CLIFF SOURCE  ICEBERG SOURCE  SPRAY CAN SOURCE HOSE
TOOL SHEARS TOOL CLIPPER OBSTACLE - OBSTACLE ~ WATER SUBSTANCE = PAINT SUBSTANCE | WATER
ITEM WOOL ITEM CLAW DESTINATION ~ WATER DESTINATION  ICEBERG DESTINATION ~ WALL DESTINATION  FIRE

PLACE FIELD PLACE ROOM PLACE LAKE PLACE OUTDOOR PLACE ALLEYWAY PLACE OUTSIDE 101




Vision-only Event and Argument Extraction

a2 Q1

* Grounded Situation Recognition adds visual
argument localization [Pratt et al, 2020]

Hitting
Agent Tool Victim V:::‘ Place

Ballplayer Bat Baseball Q Field

Agent

Bear

Catching
Caught Tool
Item
Fish Mouth

River

Agent Source Destination Obstacle Place

Female Living
Child Sofa Sofa %] Room

Person

Kneading

Item

Dough

Place

Kitchen

Event 1
0s-2s

Event 2
2s-4s

Event 3
4s-6s

Event 4
65-8s

Event 5
8s-10s

Video Situation Recognition extends the
work to videos [Sadhu et al, 2021]

Arg0 (deflector) oman with shield
Argl (thing deflected) |boulder
Scene city park ]

Verb: talk (speak)

Arg2 (hearer)
ArgM (manner)

Ev3 is enabled by

Evl

‘woman with shield
man with trident
urgently

Evdisa

Scene

]cnty park ] reaction to Ev2

Verb: leap (physically leap)

Arg0 (jumper)
Arg1 (obstacle)

man with trident
over stairs

ArgM (direction) towards shirtless man
ArgM (goal) to attack shirtless man
Scene city park

Verb: punch (to hit)
Arg0 (agent)

Argl (entity punched)
ArgM (direction)

Evdisa
reaction to Ev3

shirtless man
man with trident
far into distance

Scene

]cnty park

EvS is unrelated

to Ev3

Arg0 (agent)

Arg1 (entity punched) oman with

ArgM (direction) down the stairs

Scene city park ]




Another line of work is based on scene
graphs [Xu et al, 2017; Li et al, 2017;
Yang et al, 2018; Zellers et al, 2018].

®* extracting <subject, predicate, object>

® structure is simpler than the aforementioned
multi-argument event

Visual Semantic Parsing is using
predicate as event, and subject, object,
instrument as argument [Zareian el al,
2020]

* Added bounding box grounding

Entity (SGG & VSP)
Predicate (SGG)
Predicate (VSP)
Subject (VSP)
Object (VSP)
Instrument (VSP)

Scene Graph Generation

Girl

has

Cake

Hand

[eaﬂng holdlngl

on

e ————

Fork




Why Deep Semantics?

Image Event Structure

Existing Work: Situation Recognition

SPRAYING

ROLE VALUE ROLE VALUE ROLE VALUE
AGENT MAN AGENT FIREMAN AGENT MAN
SOURCE  SPRAY CAN SOURCE HOSE SOURCE SHEEP

SUBSTANCE PAINT SUBSTANCE WATER TOOL SHEARS
DESTINATION WALL DESTINATION FIRE ITEM WOOL
PLACE ALLEYWAY PLACE OUTSIDE PLACE FIELD

CLIPPING

ROLE

AGENT
SOURCE
TOOL
ITEM

PLACE

VALUE
VET
DOG

CLIPPER

CLAW
ROOM

Agent
Man

Surfing Feeding
Tool Path Place Agent Food Eater Source Place
Surfboard  Water  Ocean Person Milk Tiger Bottle (9]

(Pratt et al., 2020, ...)

Supervised Learning

Bottleneck:
Lack of Annotation

A

Vision-Only

Bottleneck:

Cross-modal Fusion

A




Image Event Structure

Existing Work: Situation Recognition

SPRAYING

ROLE  VALUE ROLE | VALUE ROLE  VALUE
AGENT MAN AGENT FIREMAN AGENT MAN AGENT
SOURCE  SPRAY CAN SOURCE HOSE SOURCE SHEEP SOURCE
SUBSTANCE = PAINT SUBSTANCE = WATER TOOL SHEARS TOOL
DESTINATION ~ WALL DESTINATION  FIRE ITEM WOOL ITEM
PLACE ALLEYWAY PLACE OUTSIDE PLACE FIELD PLACE

VET
DOG
CLIPPER
CLAW
ROOM

Agent
Man

Surfing Feeding
Tool Path Place Agent Food Eater Source Place
Surfboard  Water  Ocean Person Milk Tiger Bottle (9]

A

(Pratt et al., 2020, ...)

Supervised Learning

Bottleneck:
Lack of Annotation

A

Transfer

Language mm)

Vision-Only

Bottleneck:

Cross-modal Fusion
,

Vision



Image Event Structure

Existing Work: Situation Recognition

SPRAYING

ROLE  VALUE ROLE | VALUE ROLE  VALUE
AGENT MAN AGENT FIREMAN AGENT MAN AGENT
SOURCE  SPRAY CAN SOURCE HOSE SOURCE SHEEP SOURCE
SUBSTANCE = PAINT SUBSTANCE = WATER TOOL SHEARS TOOL
DESTINATION ~ WALL DESTINATION  FIRE ITEM WOOL ITEM
PLACE ALLEYWAY PLACE OUTSIDE PLACE FIELD PLACE

VET
DOG
CLIPPER
CLAW
ROOM

Agent
Man

Surfing Feeding
Tool Path Place Agent Food Eater Source Place
Surfboard  Water  Ocean Person Milk Tiger Bottle (9]

A

(Pratt et al., 2020, ...)

Supervised Learning

Bottleneck:
Lack of Annotation

A

Structural
Transfer

Language mm)

Vision-Only

Bottleneck:

Cross-modal Fusion
,

Vision



Why Deep Semantics? Image Event Structure

CLIP-Event: Event-Driven Vision-Language Pretraining

o .

Caption Text ¢

. Antigovernment protesters @@ty @m

: injured man on a stretcher after

. clashes with riot police on

: Independence Square in Kyiv on
February 20, 2014.

0
...........................................................................................................

[Manling Li, et al., CVPR 2022]

Text
—> Information
' Extraction

(Lin et al, 2020)

Event Type

Transport (

)

16



CLIP-Event: Event-Driven Vision-Language Pretraining

. .

Caption Text ¢

. Antigovernment protesters carry an

. injured man on a stretcher after

. clashes with riot police on
Independence Square in Kyiv on
February 20, 2014.

............................................................................................................

Event Type | Transport (carry)
5 Text Agent
—> Information—>» 9
: Extraction Target

Instrument

(Lin et al, 2020)

16



Why Deep Semantics? Image Event Structure

Transfer text event knowledge to images

...........................................................................................................

Caption Text ¢

. Antigovernment protesters carry an
injured man on a stretcher after
clashes with riot police on
Independence Square in Kyiv on
February 20, 2014.

o

a S \ Person 7
=3 -APersqn - Persog .| -~ Person 1

\“ VI -

Person
-
Bench

: Text
—> Information
: Extraction

(Lin et al, 2020)

Event Type

Transport (carry)

Agent

protesters

Target

injured man

Instrument

stretcher

J

Weakly Supervision

16



Hard negatives via manipulating event structures

Event Type | Transport (carry)
e Agent rotesters
Positive 9 P
Labels Target injured man
Confusion
Instrument | stretcher Matrix of
existing V+L models
Event Type | Arrest (arrest)
Negative Agent protesters
S . ~ Labels -
E ‘ o ‘Person i (eventS) Target injured man
..\ Person Person mirs Person :
Lo 2N ey I T Instrument | stretcher

- Person
-
~ Bench

17



Why Deep Semantics? Image Event Structure

Hard negatives via manipulating event structures

Event Type | Transport (carry)
ae Agent test
Positive g¢ asesets
Labels Target injured man
Instrument | stretcher
Event Type | Arrest (arrest)
Negative Agent protesters
— Labels T
? > FPerson 7 (eventS) Target injured man
Y rersen TIH] [ Pereon 3 Instrument | stretcher
. Person
. . Event Type | Transport (carry)
Negative
Labels Agent protesters BOIG.
(arguments) Target injured man Switching
Instrument | stretcher



i’ersont\u Person

Hard negatives via manipulating event structures

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Event Type

Transport (carry)

Agent

protesters

Target

injured man

1dwoud

Instrument

stretcher

Event Type

Arrest (arrest)

Agent

protesters

Target

injured man

1dwoud

Instrument

stretcher

Event Type

Transport (carry)

Agent

injured man

Target

stretcher

1dwoud

Instrument

protesters

Protesters
transported
_, injured man
using a
stretcher.

Protesters

arrested

injured man
_’ .

using a

stretcher.

Injured man

transported a
> stretcher with

protesters.

17



Why Deep Semantics? Image Event Structure

Hard negatives via manipulating event structures

Protesters
transported
Positive injured man
Labels using a
stretcher.
Protesters
Negative arrested
|abels injured man
3 using a
et Pers:n‘;?t Person ] e Person (events) stretcher.
i - %, A Y 5
' Person
- Bench
Negative Injured man
Labels transported a
(arguments) stretcher with
protesters.

18



Contrastive Learning on Event Semantics

o

PO Ve

n\@l Person

\“ VI -

"Person i/
1" | ‘“;é,,-?, Person
e f I8 _ =,

~

Person

-,
~ Bench

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Protesters
transported
injured man
using a

stretcher. —

Protesters
arrested
injured man —
using a
stretcher.

Injured man =——»
transported a
stretcher with
protesters.

Jopoou]
abeuw|

Contrastive

— b S(tV) Learning
Tl
S g
S X — 1, =S(tv)
@

— tz S(tz,V)

1%

18



Why Deep Semantics? Image Event Structure

Bottlenecks of Vision Semantic Structure Learning

SPRAYING CLIPPING
ROLE ROLE ROLE ROLE |
AGENT MAN AGENT FIREMAN AGENT MAN AGENT A VET
SOURCE SPRAY CAN SOURCE HOSE SOURCE SHEEP SOURCE DOG
SUBSTANCE PAINT SUBSTANCE WATER TOOL SHEARS TOOL CLIPPER
DESTINATION WALL DESTINATION FIRE ITEM WOOL ITEM CLAW
PLACE ALLEYWAY PLACE OUTSIDE PLACE FIELD PLACE ROOM

(Yatskar et al., 2016, ...)

Surfing
Agent Tool Path
Man Surfboard Water

Place

Ocean

Agent

Person

Food
Milk

Feeding
Eater Source Place
Tiger Bottle (6]

(Pratt et al., 2020, ...)

Supervised Learning

S

Bottleneck:
Lack of Annotation

A

Structural

Transfer

Vision-Only

Bottleneck:
Cross-modal Fusion

~

Language == Vision




Bottlenecks of Vision Semantic Structure Learning

Supervised Learning | Vision-Only

. | ) O Bottleneck: Bottleneck:
SPRAYING | cupeING. Lack of Annotation Cross-modal Fusion

AGENT MAN AGENT  FIREMAN " AGENT = MAN  AGENT  VET N J
SOURCE SPRAY CAN SOURCE HOSE SOURCE SHEEP SOURCE DOG '

SUBSTANCE PAINT SUBSTANCE WATER TOOL SHEARS TOOL CLIPPER

DESTINATION WALL DESTINATION FIRE ITEM WOOL ITEM CLAW
PLACE ALLEYWAY PLACE QUTSIDE PLACE FIELD PLACE ROOM

(Yatskar et al., 2016, ...)

Structural
Transfer

Language m=mm) Vision

Surfing Feeding
Agent Tool Path Place Agent Food Eater Source Place
Man Surfboard  Water  Ocean Person Milk Tiger Bottle (0]

(Pratt et al., 2020, ...)



The first V+L Pretraining with Event Semantic Structures

Challenge: Structured Encoding

...............................................................................................

Transport PER
Person injured man

e
= carry protesters

S PER
B
9@ COM

c stretcher

S
w PER

police
FAC
Independence Square

&

= Antigovernment protesters carry an
3 injured man on a stretcher after
o3 clashes with riot police on

o P 5

o Independence Square in Kyiv on
E February 20, 2014.




The first V+L Pretraining with Event Semantic Structures

Transport -~ @PER~ ~
Person _“
’

protesterss &~ ~ « _
PER S

Independence Square buildifig

Event Level Alignment



The first V+L Pretraining with Event Semantic Structures

Structured Alignment via Optimal Transport

Text Event Graph Image Event Graph

Event Level Alignment



The first V+L Pretraining with Event Semantic Structures

Structured Alignment via Optimal Transport

Text Event Graph Image Event Graph

1 Define cost matrix C (embedding similarity)

Event Level Alignment



The first V+L Pretraining with Event Semantic Structures

Structured Alignment via Optimal Transport

Text Event Graph Image Event Graph

1 Define cost matrix C (embedding similarity)

Optimization Goal: minimize transport Event Level Alignment

2 | distance The optimal T is approximated by a differentiable
— D(S,T).=minT-C Sinkhorn Knopp algorithm (Sinkhorn, 1964; Cuturi, 2013)
A

T = diag(p) exp(—C/~) diag(q)
for : = 0,1, 2,...until convergence,
p =10 (Kq"),
qi+1 —-10 (KTpi—i—l)’
T* .= diag(p*) K diag(g")



The first V+L Pretraining with Event Semantic Structures

Structured Alignment via Optimal Transport

Text Event Graph Image Event Graph

1 Define cost matrix C (embedding similarity)

Optimization Goal: minimize transport Event Level Alignment

2 | distance The optimal T is approximated by a differentiable
Sinkhorn Knopp algorithm (Sinkhorn, 1964; Cuturi, 2013)

T = diag(p) exp(—C/~) diag(q)
Optimize the transport plan T within & for 2 =0,1,2,...until convergence,
- iterations pz'+1 —10 (in),
¢t =10 (KTpi“),
T* .= diag(p”*) K diag(q")

— D(S,T) =minT - €



CLIP-Event on Visual Event Extraction

Supporting Zero-shot Vision Event Extraction the first time. J




CLIP-Event on Visual Event Extraction

Supporting Zero-shot Vision Event Extraction the first time.

Arrest




CLIP-Event on Visual Event Extraction

Supporting Zero-shot Vision Event Extraction the first time.

Protest




Video Action Understanding
Our rResearcn Goal: surface =2 veep

_Semantics

Horizon Physical Knowledge Taxonomy (##)
A
Deep
Semantics Mental Simulation
(slow-thinking) Planning

Temporal Relation

Situation/Event (Image) Action (Video)

Spatial Relation

Object Affordance
Surface
Semantics Object Properties
(fast-thinking) Object Permanence Laws of Physics Phase Changes

> Dynamics
Static Dynamic



Video Action Understanding
Our rResearcn Goal: surface =2 veep

_Semantics

Horizon Physical Knowledge Taxonomy (##)
A
Deep
Semantics Mental Simulation
(slow-thinking) Planning

Temporal Relation

Situation/Event (Image) Action (Video)

Spatial Relation

Object Affordance
Surface
Semantics Object Properties
(fast-thinking) Object Permanence Laws of Physics Phase Changes

> Dynamics
Static Dynamic



two brown horses eating grass

Verbs in Action: Improving verb understanding in
video-language models

Original caption Add prompt  two brown horses running on the grass

eating grass

two brown horses fighting on the grass

Batch

LLM —» two brown horses sleeping on the grass:
‘ squatting
l two brown horses playing on the grass .
cleaning camera
eating grass two brown horses lying on the grass standing

Verb phrase Hard verb negative captions

. Verb phrase loss
it’s a video of a bald monk sitting at a temple looking at his laptop

it's a video of a bald monk lying at a temple looking at his laptop

it's a video of a bald monk standing at a temple looking at his laptop
it's a video of a bald monk dancing around a temple holding his laptop
it's a video of a bald monk jumping up at a temple closing his laptop
it's a video of a bald monk running in a temple searching for his laptop

a girl skateboarding in a public place

a girl dancing in a public place

a girl running in a public place

a girl singing in a public place

a girl sitting on her skateboard in a public place
| a girl falling off her skateboard in a public place

two brown horses eating grass

two brown horses lying on the grass

Generated hard negative caption

person squatting at the gym
a man cleaning his camera

a woman standing in a post office

Hard negative loss

a person draws a dragon

a person carves a dragon
a person paints a dragon
a person doodles a dragon
a person sculpts a dragon
a person destroys a dragon

man is punching another man in the dark

man is arguing with another man in the dark
man is kissing another man in the dark

man is talking to another man in the daylight
man is kicking another man in the light

man is hugging another man in the dark



HiceofictionlUnderstancing
Video: A “Visual Recording” of World State Changes

Do SOTA Video-Language Models (VLM) possess fundamental Action Knowledge?

[Zhenhailong Wang, et al., Under Submission (NeurlPS 2023)]



HiceofictionlUnderstancing
Video: A “Visual Recording” of World State Changes

Do SOTA Video-Language Models (VLM) possess fundamental Action Knowledge?

Probing Task: Action Antonym (AA) GT xdu:
: — " esu

" : H n
A /ey (4 Book falling like arock™ /3339
Vo I bl N D{> VidLM Original Action Text

Original "Book rising like arock" X (76.8%
Video Action Antonym Text

GT VidLM
Result

V' (49.9%]

"Book falling like a rock" VidLM
Original Action Text

x 50.1%

GT VidLM
Result

"Book falling like a rock" 77.9%
Original Action Text v S

"Cellphone falling like a rock" _
Object Replaced Text X 22.1%




Why Deep Semantics? Image Event Structure

Video Action Understanding

Video: A “Visual Recording” of World State Changes

100 -

o0
o
L

Accurarcy (%)
S
o

N
o
L

o))
o
L

Do SOTA Video-Language Models (VLM) possess fundamental Action Knowledge?

- Near random performance on Action Antonym (AA) and Video Reversal (VR)

- Clear biases towards objects compared to actions

82.4

InternVideo

--- Random Guess

Bl Action Antonym
Bm Video Reversal
Object Replacement

ActionBench-Ego4d

76.8
69.8

50.1

CLIP-ViP Singularity

76.3

51.750.6

Avg

100 -

ActionBench-SSv2

94.2 94.0

90.5
83.3

70.2

--- Random Guess
| WM Action Antonym
B Video Reversal
Object Replacement

CLIP-ViP

InternVideo

Singularity Avg



Why Deep Semantics? Image Event Structure Video Action Understanding

Patch & Fuse: Patching frozen VLMs with Action Knowledge

Patch frozen VidLMs with action knowledge without hurting their general VL capabilities.

Data Loss

Frozen a‘hv — action-centric

representation

VidLM L Knowledge Patcher —— 000

(% E ( ActionBench J (Action-centric}

\____/ Learning action knowledge



Why Deep Semantics? Image Event Structure Video Action Understanding

Patch & Fuse: Patching frozen VLMs with Action Knowledge

Patch frozen VidLMs with action knowledge without hurting their general VL capabllities.

(% & ( ActionBench J (Action-centric}

Data Loss
Frozen a‘hv v—J action-centric 6 _
VidLM representation
id _I\* Knowledge Patcher ——>(000——>  Knowledge Fuser

backbone representation —A
\____/ Learning action knowledge 1—>CEIIJJ|ntegrating with backbone



Why Deep Semantics? Image Event Structure Video Action Understanding

Patch & Fuse: Patching frozen VLMs with Action Knowledge

Patch frozen VidLMs with action knowledge without hurting their general VL capabllities.

(%3 ) ( ActionBench J (Action-centric} ',Probing Tasks.|
\

Data LigsSs ] e meeis e i
Frozen a‘hv V—J action-centric 6 _
VidLM representation
! _T\* Knowledge Patcher ——>(00O0—>  Knowledge Fuser

backbone representation —A
\____/ Learning action knowledge 1—>CEIIJJ|ntegrating with backbone



Why Deep Semantics? Image Event Structure Video Action Understanding

Patch & Fuse: Patching frozen VLMs with Action Knowledge

Patch frozen VidLMs with action knowledge without hurting their general VL capabllities.

(- B : : . ¢ -
% ActionBench Action-centric 'Probing Tasks, . Downstream Tasks 1
Data Loss ‘---}---— N A -
Frozen a‘hv — action-centric 6 T
VidLM representation
! _T\* Knowledge Patcher ——>(00O0—>  Knowledge Fuser
backbone representation —A
./ Learning action knowledge ———> ([ D——

Integrating with backbone



Video Action Understanding
Patch & Fuse: Patching frozen VLMs with Action Knowledge I

Video-Action Contrastive (VAC): encourages
learning the alignment between the video and
the action verbs

by the action text

Action-Temporal Matching: encourages
learning the correct temporal ordering implied

original text "... falling ...

... ascending ..." antonym text

® * * % * *
tl t2 t3 tla t2a t3a

Aligning original

text and video

Video-Text

Contrastive (VTC)

Contrastive (VAC)

reversed videos

Adding reversed videos as hard video
negatives against the original videos

Action-Temporal
Matching (ATM)

¢. Training Objectives

Adding action antonym text

I as hard text negatives
Video-Action -

-

Discriminative
Video
Dynamic
Modeling
(DVDM)



_____ WhyDeepSemantics? ) ImageEventStructure ) _ Video Action Understanding
Patch & Fuse: Patching frozen VLMs with Action Knowledge I

Video-Action Contrastive (VAC): encourages Action-Temporal Matching: encourages
learning the alignment between the video and learning the correct temporal ordering implied
the action verbs by the action text

vrc [ VAC L ATMm

n H o H i
Book falling %\_)[ ) losses )[)[) y ——action-centric
like a rock +* fﬁ A X understanding
Input text Frozen = _—
Video = I
Language O
o Cross-Attn
Model o L A A A ¥
_){ - ] key value query

S Y V* U9

Input video a. Knowledge Patcher (Perceiver)




Why Deep Semantics? Image Event Structure

Video Action Understanding

Results regarding Patch: Before vs After adding Knowledge Patcher

Adding the Knowledge Patcher nearly doubles the performance.

ActionBench-S5v2 (backbone)

ActionBench-SS5v2 (with Patcher)
100 94.2 94.0 K ==Ll
90.7 87.4 89.3 89.9
83.3 : S 4
80 - 80 -
70.2 + Knowledge - 68.8
Patcher :
60 - 60 -
i 51.8 a3 6 ‘ i B B
40 1 . . 40
--- Random Guess Trained with --- Random Guess
- BN Action Antonym VTC+DVDM 50 BN Action Antonym
B Video Reversal Bam Video Reversal
Object Replacement Object Replacement
0- 0-
InternVideo  CLIP-ViP Singularity

InternVideo  CLIP-ViP Singularity



_____ WhyDeepSemantics? ) ImageEventStructure ) _ Video Action Understanding
Patch & Fuse: Retaining VL Capabilities

Video-Action Contrastive (VAC): encourages Action-Temporal Matching: encourages
learning the alignment between the video and learning the correct temporal ordering implied
the action verbs by the action text

vrc [ VAC L ATMm

"Book falling __ i'f;:‘?\_’( | s 55y action-centric
like a rock +* fﬁ A X understanding
Input text Frozen . .
Vidio 2 FFN -> not favorable if a
Language = — task is not action-
o Cross-Attn .
Model o A A A I centric
| & ( - ] key value query

S Y V* U9

Input video a. Knowledge Patcher (Perceiver)




Video Action Understanding
Patch & Fuse: Retaining VL Capabilities

A unified representation that has good understanding of both actions and objects.

Patch & Fuse| [ytc

vte [ VAC H atm

"Book falling N 4 losses e amamiss | . ,
like a rock" Y e ) ogov [ Jt* (S vy
Input text FiGZah . ’G o fQ 1)
Video % FFN : FFN
3 = —
Laﬁggg?e & Cross-Attn ; Cross-Attn
\ A4 A - A A
o _)( ——— ] | key value query V':L'e query
\. J B 000e »>vy@O0O0 (IID v

Input video a. Knowledge Patcher (Perceiver) b. Knowledge Fuser



Patch & Fuse: Retaining VL Capabilities

Video-Text Retrieval Causal-Temporal VQA Video-to-Action Retrieval
SSv2-Label NEXT-QA SSv2-Template Temporal-SSv2
More object-centric Require joint understanding of More action-centric

objects and actions

"pushing scissors so that
it falls off the table"

"pushing something so

E |
xample that it falls off the table"

Video-to-Action Retrieval: SSv2-template (where the main object is obfuscated)




Results regarding Fuse: Retaining VL Capabilities

Video-Text Retrieval Causal-Temporal VQA Video-to-Action Retrieval
SSv2-Label NEXT-QA SSv2-Template Temporal-SSv2
More object-centric Require joint understanding of More action-centric

objects and actions

Video-Text Retrieval Causal-Temporal VQA Video-to-Action Retrieval

Method [Patcher Training Loss] SSv2-label NExT-QA SSv2-template | Temporal-SSv2
Rl,0:t R5u2t Rlioy, Rbiow Val (Acc)  Test (Acc) Rl R5 R1 R5
InternVideo Backbone 188 399 199 400 43.2 44.3 5.6 15.9 11.2 35.8
KP-Transformer FT [vTC] 24.1 50.0 21.7 46.0 48.1 49.6 21.1 559 41.1 88.9
KP-Perceiver FT [VTC] 270 574 271 56.8 48.0 49.5 24.8 59.7 42.5 91.3
Side-Tuning [83] [VIC+DVDM] 309 592 26.6 53.1 56.3 56.4 222 55.1 50.2 90.9
PATCH & FUSE [VTC+DVDM] 323 61.2 28.0 543 56.9 56.6 26.9 61.5 51.2 91.9

Performs competitively on both object-centric and action-centric tasks.



Video Events as Argument State Changes

] BT

—._ _J i i

3 S B

i
Object State Embedding
Video Event = Sjii
Pii | i ]
Status Changes of Arguments pixel changes coordinate changes

Status Changes of an object =

Displacement (movement of bounding box)
+ Object State Embedding of the man

Pixel Changes (intra-boundingbox changing)

* object 0;

23



Video Event =

Status Changes of Arguments

Status Changes of an object =

Displacement (movement of bounding box)

+
Pixel Changes (intra-boundingbox changi

—

ng)

Object
Motion-aware
Embedding

D ™

[ Object States Aggregator ]

i
. | )
s]'3
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executive prod ers) l ve producers

derek freda k freda
i . é taylor

Argument Interaction Encoder
(Transformer Layer)

Video Event = 1 Object Object
L Mgf:%::(;"i’:gre Interaction
Status Changes of Arguments g e

grid feature

J
[ StateAgg ] [StateAgg } [ InterAgg ]

Object State

Status Changes of an object = o @ [IE:D 1

Displacement (movement of bounding box) 5
-

Pixel Changes (intra-boundingbox changing)




executive prod ers) l ve producers

derek freda k freda
i . é taylor

Argument Interaction Encoder
(Transformer Layer)

Video Event = 1 Object Object
L Mgf:%::(;"i’:gre Interaction
Status Changes of Arguments g e

grid feature

J
[ StateAgg ] [StateAgg } [ InterAgg ]

Object State

Status Changes of an object = o @ [IE:D 1

Displacement (movement of bounding box) 5
-

Pixel Changes (intra-boundingbox changing)




Adding knowledge to pretraining models

physical world

knowledge
event
Knowledge for
Model knowledge
scene
graphs

object labels

pixels

Knowledge for
data
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What is embodied Al?

Aiming at the creation of an Elglelelell=Te=Te[=1g)i (€.9., a robot) which learns, through
NICIElwe]sl=Tale M=V(o]le]f=1ife]s), tO creatively solve challenging tasks within its environment.

D

See: perceive their environment through vision or other senses.

Talk: hold a natural language dialog grounded in their environment.
Listen: understand and react to audio input anywhere in a scene.

Act: navigate and interact with their environment to accomplish goals.
Reason: consider and plan for the long-term consequences of their

actions.




; . N o
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SayCan: Grounding Language in Affordances

We need to ground the language model in tasks that are feasible within a
specific real-world context.

| spilled my drink, can you help? | spilled my drink, can you help?

mean to spill it.

Wy m—y O

|
T Youcould try using ! LLM Value Functions :
' “find a cleaner” s |
a vacuum cleaner. : bl Nl i focioe] l
' 91 1he wish oo’ “go to the trash can” - [
MO L o i “ick Up the spange” ' - |
Do you want me to | RSN R : y would:
LaMDA find a cleaner? . . 1.find a sponge
: SayCan i 2. pick up the sponge
e ' 3.come to you
' *find a sponge” |
I'm sorry, | didn't : 100 o the sk con” 4. putdown the sponge
FLAN ' TPk up the spange” ' 5.done
|
\




SayCan: Grounding Language in Affordances

Instruction Relevance with LLMs Combined Task Affordances with Value Functions
How would you put -6 Find an apple 0.6
an apple on the -30 Find a coke 0.6
table? -30 Find a sponge 0.6
4 Pick up the apple 0.2
| would: 1. ,

- -30 Pick up the coke 0.2
-5 Place the apple 0.1

-30 Place the coke 0.1 Value

LLM 10 Go to the table 0.8 Functions

-20 Go to the counter 0.8

Note that the LM
scores options

instead of doing
generation . "

| would: 1. Find an apple, 2.




Combining SayCan with Chain of Thought Prompting I@OQ@

Chain-of-thought prompting can improve examples with [JIEeELTe.-

CHAIN-OF-THOUGHT PLANNING ROLLOUT WITH PALM-SAYCAN.
Human: Can you bring a fruit-flavored drink without caffeine?

Explanation: The user has asked for a drink that is fruit-flavored and does not have caffeine, I will bring the
lime soda.
Robot: 1. find a lime soda, 2. pick up the lime soda, 3. bring it to you, 4. put down the lime soda, 5. done

Human: Bring me the spicy chips.

Explanation: The user has asked for chips that are spicy, I will bring the Jalapeno chips.

Robot: 1. find the jalapeno chips, 2. pick up the jalapeno chips, 3. bring it to you, 4. put down the jalapeno
chips, 5.done

Human: The snack is too small, bring me something more filling.
Explanation: The user has asked for a snack that is more filling, I will bring the multigrain chips.

Robot: 1. find the multigrain chips, 2. pick up the multigrain chips, 3. bring it to you, 4. put down the
multigrain chips, 5. done

Table 4: Chain-of-thought planning rollout with PaLM-SayCan. The highlighted part is the chain of thought
generated by PaLM-SayCan.



PaLM-E: An Embodied Multimodal Language Model X

Encoding embodied observations as language tokens.

MabilsiManipulation PaLM-E: An Embodied Multimodal Language Model Task and Motion Planning

Given <emb> Q: How
to grasp blue block?
A: First grasp yellow
block and place it on
the table, then grasp
the blue block.

Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block

2 ViT

Large Language Model (PaLM)

Human: Bring me the rice chips from the Tabletop Manipulation

drawer. Robot: 1. Go to the drawers, 2. Open

top drawer. | see <img>. 3. Pick the green rice

chip bag from the drawer and place it on the Control < A:First, grasp yellow block and ...
counter.

Given <img> Task: Sort
colors into corners.
Step 1. Push the green
star to the bottom left.
Step 2. Push the green
Describe the following Language Only Tasks circle to the green star.
<img>

A dog jumping over a
hurdle at a dog show.

Visual Q&A, Captioning ...

Given <img>. Q: What's in the
image? Answer in emaojis.

TFYIYIYY

Q: Miami Beach borders which ocean? A: Atlantic. Q: What is 372 x 18?7 A: 6696.Q: Write a
Haiku about embodied LLMs. A: Embodied language. Models learn to understand.
The world around them.
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Visual Goal:

Rearrange objects to match this scene: ﬁ
EEEEEEN

s @ aaﬁ

EEEN > EEEEEEN —
EEEELN

Novel Concept Grounding EEEECEEEN

>EROIEBOEREE

Thisis ablicket @)— Thisisawug 8 Putawuginto a blicket
| A R R EEER | A R R R B

I Text token
Object token

Visual Constraint & Padding

Sweepall & into ‘ ! without exceeding e
= m a |




VIMA: Robot Manipulation with Multimodal Prompts I

. Text Token ay as as

Object token

Action token Self-Attention

Self-Attention

Prompt Tokens History Tokens

ai az
* T5 Object Encoder Object Encoder Object Encoder
N N

L L
Sweep all ' into ‘ ‘

without touching i

Multimodal Prompt Interaction



G —
Zero-shot Generalization: The secret ingredient R0 &2 0L

- We note that this can only be achieved with both [ el edand

o) o]l M (o), CCLARS =l T lel=N =T o)==l Elifelg) — altering any component will

degrade the performance significantly,especially in the low model
capacity regime.

- The [EIENiieE 8 Acan be attributed to VIMA’s

[CCEENIEN:, which is less prone to oveffitting than learning directly
from pixels in the low-data regime.



Future Challenges

« Structured: Capturing semantic structure
« Abstract: Understanding abstract and complicated concepts




Future Direction 1: Structure-Aware Encoding

ST "SRR “SEEENEST "I "I I : PP PR ” |

F— —— ——- & -
|

|
lobki g outside of a window
- o

-

n

| T
| |

{

I
| §
i U

™ B [
| ' E \. DErSON == == == == - person el person
cup cup vindow \
n front of dnnkm;r-;:'n m'mﬁ voomn’g-a)t nrw:‘ontof in ff'Oﬂt of Slttlng
= i next to

\. e \« —_— \Wﬂgar beneath beneath

person Ders\o‘n DefS\O‘ﬂ

{ sitting on f siting on f sitting on \

sofa == — sofa e sofa

lnfromof \mam in front of \aene:th in front of \b‘ene'a\m
wble cai || o5 S chair Spatio—temporal scene graphs

T
B - — w— —] -

I
I
3!

[Ji el al, 2019]



Future Direction 1: Structure-Aware Encoding

Action: “Sitting on a sofa” time

Vision y -
« Better in
capturing details
with visual \ !
features

person ————— person = = == = person
in front of sitting o ‘w
‘ ’ next to Qmeath beneath
sofa == —

sofa = sofa

Spatlo—temporal scene graphs



Future Direction 1: Structure-Aware Encoding

Text

« Strong ability
in reasoning
and semantic
structure
understanding

Vision

» Better in
capturing
details with

visual
features

Supervised by language instructions (ours)

- - - - - - - - - - -

| 1 1
Add E , Open E Put Steak
Season !, Lid On Grill
1
(AEEEEERIL Y. TR T
ll 12 l3
Supervised by visual observations

CaN o\ o\ e N

/
\ V1, Vgoal
................................. ) SR SR, R e e, S A AR sl
1:24 - 1:32 1:43 - 2:07 2:56 - 2:59 3:58 - 4:15 5:07 -5:31 t
Sl 81 sz 82 S3 63

P3IV: Probabilistic Procedure Planning from Instructional Videoswith Weak Supervision




Future Direction 2: Abstract Semantics

Deep Semantic Understanding:

Discover knowledge (important information) that humans are actively

seeking or communicating.



Future Direction 2: Abstract Semantics

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.
But it is flat and surface-to-surface.

Bounded Knowledge Short Context Surface-to-Surface



Future Direction 2: Abstract Semantics

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.
But it is flat and surface-to-surface.

Bounded Knowledge

Short Context

Surface-to-Surface

Surface - Deep
Concrete - Abstract

Static - Dynamic

Perception - Cognition




Future Direction 2: Abstract Semantics

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.
But it is flat and surface-to-surface.

Bounded Knowledge Short Context Surface-to-Surface

\ 4

Surface - Deep

Compositional Long Concrete > Abstract

Novel Concept Horizon Static - Dynamic

Perception > Cognition




Future Direction 2: Abstract Semantics

Abstract

head

_—

dog head

curly
‘ tail 4N
body —

body — 3
| front
leg back ‘ “leg
leg
bird head cloaked woman in wind
hair
blowing

plume ,

beak
A‘head cloak

_Test

Abstract Visual Reasoning with Tangram Shapes (EMNLP 2022 Best Paper)
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Future Direction 2: Abstract Semantics

Abstract

Love Happiness Emotion €<-> Music

47



Future Direction 2: Compositional Semantics

Compositional

COVID
Vaccination

- \

Vaccination

/\ social dIStance}

[ medical

personnel } TiEeEn

47



Future Direction 2: Abstract Semantics

Reasoning & Explanability

Image and object bounding box

cape(x) = [0.9:has_hood](x) A
[0.7:sleeveless](x) A (™
[0.5:below_knees](x)) A (-
[0.5:wearable_by wizard](x))

cloak(x) = [0.9:has_hood](x) A
[0.8:sleeveless](x) A
[0.5:below_knees](x) A
[0.5:wearable_by_wizard](x)

Probabilistic
Knowledge
Base

has_hood
has_hood sleeveless || pelow_knees 08 7

0.8 0.6 wearable b
0.72 A
wearable_by 0.5 e _wizard ’
. 0.78 ©
_wizard 0.62 :

e - \ 0.7 /

\ sleeveless
0.5 0.57 M _ \0.38 Attribute an ' 1 06
59 - I 0.60_— 6 |
0.60 ~—] __—-——:—=— affordance )--==-__058 0.5

below_knees
0.72

e I i model Y _-70.62
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Future Direction 2: Abstract Semantics

Alternative Interpretation & Propaganda

@ New York Post  EEELEz{f]q):

Zelensky describes Ukraine war as ‘horror
film’ at Venice Film Festival opening

© Scroll India

Ukrainian President addresses Venice Film
Festival, calls war ‘drama based on real-life’

Information Surgery Video Framing Propagation Path

Propaganda Detection Misinformation Detection Reframing

55



Using LLMs to help

We observe the following features in an image: “Dog standing, looking back,” “Man in

LLMS have gOOd compositional camouflage t:r:iform holding bat.)y in warm clothes,” “Rubble and o.vert?rned vehicle in
bihty from IOW |eve| Observations background,” “Outdoor scene with water, mud, and man-made objects”.

a -

to h|gh Ievel conce ptS what is the activity happening in the image?

Based on the provided features, it is difficult to determine the exact activity happening in the

image. However, we can make some observations and assumptions:

* There is a dog standing and looking back, suggesting that the dog may be
accompanying the man and baby.
* The man is wearing a camouflage uniform and holding a baby in warm clothes, which

suggests that he may be a military or security personnel.

* There is rubble and an overturned vehicle in the background, suggesting that there may

have been some kind of conflict or disaster in the area.

* The outdoor scene includes water, mud, and man-made objects, which could suggest

that the area is a construction site, a disaster zone, or a military training ground.

Based on these observations, it is possible that the man is a military or security personnel

who is holding the baby while on duty in a conflict or disaster zone. The dog may be

accompanying them on their mission. However, without more context, it is impossible to

determine the exact activity happening in the image.




—

QL

Other Open Questions

Evaluation:
» Is the performance boost because of adding knowledge?

Explanability and Reasoning
 How can large models leverage knowledge?

Continuous learning for large models
 How can large models continue learning more complicated concepts?

Bias in learning knowledge
« Debiasing with knowledge guidance
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Commonsense Knowledge

Commonsense Knowledge is the basic facts and behaviors of the
everyday world.

i~ Common- | _—— i & > s
sense ) |l ( ) I

Common Knowledge
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Outline

What is
Commonsense
Knowledge

Knowledge =

VLM

VLM =
Knowledge

VCR

Knowledge Graph
Riddles

Physical Knowledge

_ Physical
Visual COMET Knowledge

Knowledge Graph
Embedding

Unimodal vs
Multimodal
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Part 1: What is Visual Commonsense Knowledge?

215



Visual Commonsense Knowledge

Visual Commonsense Reasoning (VCR): From Recognition to Cognition

e Why is [person4ﬁ] pointing at [person1 ﬂ]?

a) He is telling v[ person3 "@ that [person1 ﬂ] ordered the pancakes.
b) He just told a joke. ]
c) He is feeling accusatory towards [person1 ﬂ].

d) Heis giving [person1 @] directions.

a) [person1 @] has the pancakes in front of him.

b) [person4 ] is taking everyone’s order and asked for clarification.

c) [person3 ] is looking at the pancakes and both she and
[person2 m] are smiling slightly.

d) [person3 ] is delivering food to the table, and she might not
know whose order is whose.

I\ ;

gl | get the money that’s in front of her?
a) [person2 g ] is selling things on the street.

b) [person2 g | earned this money playing music.

c) She may work jobs for the mafia.

d) She won money playing poker.

a) She is playing guitar for money.

b) [person2 ] is a professional musician in an orchestra.

c) [person2 [ 1 and [person1 Iff§ 1are both holding instruments,
and were probably busking for that money.

d) [person1 I ] is putting money in [person2 Jl 1's tip jar, while
she plays music.

o i\
From Recognition to Cognition: Visual Commonsense Reasoning. 2019
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Visual Commonsense Knowledge

Visual COMET: Cognitive Image Understanding via Visual Commonsense Graphs

Sink in
the water.

Save
himself from
drowning.

Wait for
help to arrive.

Try to help
[Person2]. Notice water
Swim washing in.

towards the

own death.

. After Person1
Swim to will st Iikely Because Person2 statute.
safety. - wanted to ... gl Sense his

Get to Because

Person1 wanted

I Ie
After Person3
Get caught | ~ will most likely ...
in a rush of : - f ‘ | :
water.

Scream
for help.

Be washed
away.

Start moving
against the water. &

Visual COMET: Reasoning About the Dynamic Context of a Still Image https://mosaickg.apps.allenai.org/visual _comet
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Visual Commonsense Knowledge

Visual COMET Task Formulation: Generate the entire visual commonsense graph

T L

Event: [Person2] is holding onto a bronze statue
while waves of water crash around him.
Place: Inside a sinking ship

.......I.I.........g..-.........l
Because Person2 After Person2
wanted to ... will most likely ...

Swim towards Sense his Wait for help Hold on for Gasp for air S f
the statute. own death. to arrive. his life. P : cr::lr: =

Notice water Save himself from

: 2 218
s, Be washed away.

SIS EEEEEEEEEEEENEENEEEEEEEENEEEEN)
AN EEEEEEEEEEEEEENEEEENEENENEEENERD




Visual Commonsense Knowledge

Large Dataset Collection: There are in total 139,377 distinct Visual Commonsense Graphs over
59,356 images involving 1,465,704 commonsense inferences.

Train Dev Test Total
# Images/Places 47,595 5973 5,968 59,356
# Events at Present 111,796 13,768 13,813 139,377
# Inferences on Events Before 467,025 58,773 58,413 584,211
# Inferences on Events After 469,430 58,665 58,323 586,418
# Inferences on Intents at Present 237,608 28,904 28,568 295,080
# Total Inferences 1,174,063 146,332 145,309 |1,465,704
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Physical Commonsense Knowledge

Physical Commonsense Knowledge can be learned via natural language.

a. Shape, Material, and Purpose

[Soll]
[Sol2]

[Soll]

[Sol2]

[Soll]

[Sol2]

Make an outdoor pillow
Blow into a tin can and tie with rubber band X
Blow into a trash bag and tie with rubber band v

To make a hard shelled taco,

put seasoned beef, cheese, and lettuce onto the hard X
shell.

put seasoned beef, cheese, and lettuce into the hard ¢
shell.

How do I find something I lost on the carpet?

Put a solid seal on the end of your vacuum and turn it X
on.

Put a hair net on the end of your vacuum and turn it on. ¢

b. Commonsense Convenience

PIQA: Reasoning about Physical Commonsense in Natural Language. AAAI 2020

[Soll]

[Sol2]

How to make sure all the clocks in the house are set
accurately?

Get a solar clock for a reference and place it just outside
a window that gets lots of sun. Use a system of call and
response once a month, having one person stationed at
the solar clock who yells out the correct time and have
another person move to each of the indoor clocks to
check if they are showing the right time. Adjust as nec-
essary.

Replace all wind-ups with digital clocks. That way, you
set them once, and that’s it. Check the batteries once a
year or if you notice anything looks a little off.
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The "Something Something” Dataset

L

Pretending to put candy onto chair

1IN

~ Pushing a green Chllll so that it falls off the table

S as g

Movmg puncher closer to scissor

The “something something” video database for learning and evaluating visual common sense

10 selected classes

Dropping [something]
Moving [something] from right to left
Moving [something] from left to right

Picking [something] up

Putting [something]

Poking [something]

Tearing [something]

Pouring [something]

Holding [something]
Showing [something] (almost no hand)
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PInKS: Preconditioned Commonsense Inference

Text Label Action Precondition
A drum makes noise only if you beat it. Allow A drum makes noise you beat it.
Your feet might come into contact with some- | Allow Your feet might come into contact with some- | it is on the floor.
thing if it is on the floor. thing
Pears will rot if not refrigerated Prevent | Pears will rot refrigerated
Swimming pools have cold water in the win- | Prevent | Swimming pools have cold water in the win- | they are heated.
ter unless they are heated. ter
g allows m g Allows ﬁ
drum makes noise only if you beat it. Bell makes noise only if you beat it wild.
E prevents ] g prevents m | PI n KS
Dogs are pets unless they are wild. Cats are pets unless they are wild.
............................ ﬁ
[ Extract Action-Precondition J L POS-Check Filtering J [ NLI Classification Head ]
g} o) °
/ Weak-SupeNiz;on Framework \ / Masked Language Model \ Magisaesdebalag:igl 'rggsel ¥ \
: )
<actlon> unless <precondilion> LF <mask> makes noise only if you beat it. Drum makes noise <mask><mask> you beat it
0 8 : 3 :
<aclion> only?f <precondition>  LF ! <mask> are pets L\‘:Iess they are wild. Cats are pels <m:sk> they are wild
Labelli_rilg Fun?tions based on Generative Data Augmentation with Modified Masked LM Loss
nguistic Patterns LMs
@ . A — S— " —— — 222

Raw Text

—— = Extracted Preconditions

Extracted Preconditions +
Auamentation



Part 2: How can commonsense knowledge be learned via V+L pretraining?
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Failures

224
Improving Commonsense in Vision-Language Models via Knowledge Graph Riddles. 2022



DANCE: Improving Commonsense in Vision-Language Models I

DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability

"‘""'/Original image-text pair

| A cat with a box in an office. |

"'/knowledge
Graph

225
Improving Commonsense in Vision-Language Models via Knowledge Graph Riddles. 2022



DANCE: Improving Commonsense in Vision-Language Models I

DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability

/Original image-text pair )

A cat with a box in an office.

/Knowledge
Graph
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DANCE: Improving Commonsense in Vision-Language Models I

DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability

/Original image-text pair )

A cat with a box in an office.

/Knowledge
Graph
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DANCE: Improving Commonsense in Vision-Language Models I

DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability

v‘/Original image-text pair

~N

\

A cat with a box in an office.

N P4
a N

/Knowledge |
Graph

N b

/Augmented image-riddle pai

‘
—

This item is a type of animal.

This item has a tail.

This item wants eat.

Box base is a part of this item.

This place is for work.

228
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DANCE: Improving Commonsense in Vision-Language Models I

DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability

v‘/Original image-text pair

~N

\

A cat with a box in an office.

N P4
a N

/Knowledge |
Graph

N b

/Augmented image-riddle pai

‘
—

This item is a type of animal.

This item has a tail.

This item wants eat.

Box base is a part of this item.

This place is for work.
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Vision—Language Knowledge Co-Embedding

knowledge k¥

adAL

v
Suipooug

type vector

v
> (—_)ﬁ
ConceptNet| o MongoDB
- | &
o it s s e i i e S 1
I A 2 handshake [ | greeting
Iperson, table, window ... I—‘—) up-blt?V Q g g. | \
object label L(v o person \ capableor 3 hand relatedTo
) I 2 e 2| 2] O coner
= 1 > IP% ~ ®
person, presenting, trophy, ... I ‘<D m-mﬂuI Q a" E' 3. | hasA \ cepableass” handshake
person, made, deal, ... I a Q_’, | - o \ - /
person, old, friends, ... I - Bl g — :7:. | person.
met, greeting, other, ... < |
I knowledge k vy top — 50 knowledge
response keywords K(r) L |
Why are [person1] and [person3] shaking hands?
I }
question q
o 1
. - :
greeting : —{ £ 3 _)l 0.88 | 0.12 I 0.02 | 0.75 | I_ I
-
| R knowledge vector |
hand relatedTo : :
l 23 9 ; (2272
[=]
I oo oo (S
hasA | = S s ) |
handshake position vector - .
| | position-aware
| | knowledge vector fy
| I
person | |
. S I3 I I S S
| I
I

What is [person1] doing now?

ConceptNet Knowledge Graph |

car
person ry

— CapableOf — A

/ \ Antonym

CapableOf CapabIeOf\ N\

put down

I

— RelatedTo have a rest

‘? RelatedTo — ¢
sofa

RelatedTo

sit

bench

(@) He is riding on a horse. 0.1%

(b) [person1] is being handed a fork to eat his food. 0.2%

(©) He is sitting and resting after carrying a heavy

item into the room. 98%

(d) He is in the process of turning to look at

[person1]. 1.7%

Because...

(@) He is sitting next to a cart with a large object .

on it. He is tired from pulling the kart because it is 0.2%

heavy.

(b) He is using a brace, used to carry things. 14%

(¢) He has brought many items into the fort which .,
; 0.8%

make him feel at ease.

(@ He had a bench and has put it down. 85%
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Borrowing Knowledge from Language

=

=

E

Q.

- Question: Explain why Question: Why did the Qqestion: What is the Question: When will the
this photo is funny? little boy cry? Answer: hairstyle of the blond movie be released?
Answer: called? Answer: Answer:

[ N .

2 The cat is wearing a Because his scooter pony tail On June 27

B mask that gives the broke.

S cat a smile.

(1) (2) 3) (4)
TorchScale - A Library for Transformers at (Any) Scale

a

: 5+ 4

a

B : Question: The result
Whatls TorchScae? is? Answer: Question: Whatiis the heart 1. 4o now is

rate in this picture? Answer:

<

§ Alibrary that allows 5+4=9 10:10 on a large clock

< transformers to work efficiently 57 bpm ) g

§ and effectively at any scale.

) (6) (7) (8)
Language Is Not All You Need: Aligning Perception with Language Models. arXiv, 2023 231



Borrowing Knowledge from Language

R _‘ﬂ‘—
! »

=
=
(o]
a = & N
,_‘3:’- - T ; o * Language tasks

Question: Explain why Questlon: Why did the Ql.festlon: What is the Question: When will the _ Language understanding

this photo is funny? little boy cry? Answer: hairstyle of the blond movie be released? _ Language generation

. called? Answer: i

Answer: Answer: — OCR-free text classification
[ N .
o The catis wearing a Because his scooter pony tail On June 27 * Cross-modal transfer
B mask that gives the broke. — Commonsense reasoning
S cat a smile. * Nonverbal reasoning

(1) (2) &) (4) - 1Q Test (Raven’s Progressive Matrices)
* Perception-language tasks
TorchScale - A Library for Transformers at (Any) Scale - Image Captioning
é ; + — Visual question answering
§ = — Web page question answering
e * Vision tasks
-
2 : — Zero-shot image classification
; ? Question: The result ) ) - . : iBoati : ioti
Whatis TorchScale? 9 Answer Question: What is the heart i Zero-shot image classification with descriptions
rate in this picture? Answer:

=
-2 A Iibrary that allows 5+4=9 10:10 | lock
4 transformers to work efficiently 57 bpm -1bona’large cloc
§ and effectively at any scale.

(5) (6) (7) (8)
Language Is Not All You Need: Aligning Perception with Language Models. arXiv, 2023 232



Part 3: Are VLMs commonsense KBs?
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Probing “Visible” Physical Commonsense Knowledge I

Visually accessible knowledge representing color, size and space

Source Data: Image, (Object-Box)
Knowledge Base: "Is-A" relations

Compute Depth Infer Subtype

Image — Depth Image + (Object-Box)— Subtype

Processed Data: Image, Depth, (Object/ Subtype)

"what color is the license plate?"

Cluster by Depth: Intra-cluster relations Cluster by Size: Inter-cluster relations Query VLM: cropped image

234
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Probing “Visible” Physical Commonsense Knowledge I

Visually accessible knowledge representing color, size and space

Task Setting Prompt
Color ZS O is of [MASK] color
FT [CLS] color of O
QA What is the color of O? (a) .. (b) ..
Size ZS 01 is [MASK] than O3 in size
FT [CLS] size of O; in comparison to O2
QA what is the size of O; in comparison to
027 (a) .. (b) ..
Spatial ZS in a S, the O; is located [MASK] the
O2
FT [CLS] ina S, the O; is located in com-
parison to O2
QA in a S, where is O; is located in com-

parison to O2? (a) .. (b) ..
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Are Visual-Linguistic Models Commonsense KBs? I

CS dimension  Starting prompt Answer candidates # Instances
part-whole Furry animals have A : effect of chilling innovation. Az : millions of hair. As: hole in. 1,165
taxonomic Recruit is a way to Aj: rate. Ao: enlist. A3: slope. 1,523
distinctness Shade is not Aj: flat. Ag: postal worker. Az: sunny. 828
similarity Throw up is a synonym of Aj: rutinic acid. Ag: random. A3: vomit. 644
quality A wet floor is A;: slippery. As: light brown. A3: abbreviated to unido. 1,840
utility A fork is used for A1: speed of transit. As: confuse voters. As: picking up food. 2,090
creation Music is created by Aj: olive oil mill. Ay: mapping process. As: instruments. 100
temporal Going for a haircut requires A;: finding barber. A,: hard examinations. Ag: write persuasively. 1,889
spatial You are likely to find a document folder in A;: file drawer. A>: madagascar jungle. As: minerals. 1,599
desire You would thank someone because you want to  A;: accomplish mutual goal. Ay: feel good. As: cool off. 1,781

Q. You are likely to find a mouse in

(mouse, /r/AtLocation, attic) P

CSKG R

. Lexicalization |

: ‘ . A. attic. B. Bééch. C. forest. |

b o]t - (B L (=T A o 100 - § 110, 1 - | R G S - ————

E— e *

- Selecting Negative Examples | Retrieve Images

““““““““““““““ "" Lol oidioos np el S O

Bad Negatives Good Negatives Nl
(mouse, /r/IsA, animal) (pond, /r/AtLocation, beach) Topic-Image
Lookup
(spider, /r/AtLocation , attic) (lizard, /r/AtLocation, forest) Table

236
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Are Visual-Linguistic Models Commonsense KBs?

CS dimension  Starting prompt

Answer candidates

# Instances

part-whole Furry animals have

taxonomic Recruit is a way to

distinctness Shade is not

similarity Throw up is a synonym of

quality A wet floor is

utility A fork is used for

creation Music is created by

temporal Going for a haircut requires

spatial You are likely to find a document folder in
desire You would thank someone because you want to

A1 : effect of chilling innovation. As: millions of hair. As: hole in.

Aj: rate. Ao: enlist. A3: slope.
Aj: flat. Ag: postal worker. Az: sunny.
A7 : rutinic acid. Ao: random. A3: vomit.

A;: slippery. As: light brown. A3: abbreviated to unido.
A1: speed of transit. As: confuse voters. As: picking up food.

Aj: olive oil mill. Ay: mapping process. As: instruments.

A1: finding barber. A,: hard examinations. As: write
A;: file drawer. A,: madagascar jungle. As: minerals.

persuasively.

A;: accomplish mutual goal. As: feel good. As: cool off.

1,165
1,523

828

644
1,840
2,090

100
1,889
1,599
1,781

dim.: spatial

2&. You are likely to
488 find vegetables in:
A. workplace.

B. stationary shop.

C. garden.

dim.: part-whole
A boat has:

A. reached legal age.
B. sails
C. different rules.

dim.: quality
A hill can be:

A. steep.

B. about to change.

C. important for

_ normal living.
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Are Visual-Linguistic Models Commonsense KBs?

Visual Commonsense Knowledge is more difficult than textual knowledge.

row Images |part-whole  taxonomic  distinctness  similarity  quality  utility = creation  temporal  spatial  desire All
1, 165 1,323 828 644 1,840 2,090 100 1, 189 1, 599 1,781 13, 259

1 RoBERTa - 68.5 61.8 80.2 674 69.7 74.2 72.0 60.9 54.8 65.9 67.5
2 BERT - 62.8 71.2 80.1 54.8 68.1 72.4 74.0 53.7 52.4 60.4 65.0
3 BERTcc - 68.4 62.0 66.6 51.1 66.0 65.4 62.0 53.6 63.7 58.3 61.9
4 UNITER_BERTr - 70.1 74.5 814 62.4 72.0 73.8 79.0 54.5 53.9 61.5 66.5
5 UNITERT - 70.9 59.8 71.3 51.2 69.9 71.5 71.0 52.7 61.5 62.5 64.0
6 VILBERT - 63.9 60.3 64.9 46.7 66.1 71.2 58.0 52.2 61.0 62.8 60.7
7 UNITER Ty retrieved|  63.0 54.0 65.9 46.4 62.4 65.4 62.0 49.2 574 58.5 58.4
8 VILBERT 1y retrieved| 55.0 49.9 55.9 422 574 60.5 52.0 47.2 52.9 56.6 53.0
9 UNITER .y dummy 61.5 51.6 63.4 422 63.6 66.4 55.0 494 58.2 59.7 57.1
10 VILBERT . dummy 60.4 58.9 64.9 43.9 63.4 65.5 55.0 48.4 56.8 62.0 579
11 UNITERy retrieved| 36.4 36.6 40.1 38.5 342 36.6 32.0 34.8 36.2 343 36.0
12 VILBERTY, retrieved| 37.8 35.1 37.7 39.8 36.8 35.7 41.0 33.0 37.6 34.0 36.8
13 UNITER ¢, dummy 30.8 26.3 45.7 28.6 29.2 28.7 19.0 28.7 29.6 30.7 29.7
14 VILBERT; dummy 34.8 35.8 50.5 40.4 30.4 31.1 30.0 29.4 335 30.1 34.6
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Unimodal vs Multimodal models?

Unimodal and multimodal models’ abilities to capture visual commonsense knowledge

" what is the color of a penguin?
8 Does the model know ... I D
| - — —

\

( Unimodal Multimodal
BERL - VS. Oscar, ... - s

what is the material of a penguin?
=
| HE 8 &
A g{n is looking at the penguin. what are the co-occurring objects of a penguin?

ice  beak grass table water stone

\\ what is the shape of a penguin?

Penguins are a group
of aquatic flightless birds.

The word penguin first
appears in the 16th century
as a name for the great auk.

what is the size of a penguin?
A plastic penguin is sitting It is larger than: "B N E P

on a chair.
It is smaller than: I m B I A= I =
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Unimodal vs Multimodal models?

ViComTe dataset on five relation types: color, shape, material, size, and visual co-occurrence

Relation # Classes # (subj, obj) Pairs Ex Template Ex (subj, obj) Pair
color 12 2877  [subj] can be of color [obj] (sky, blue)

shape 12 706  [subj] has shape [obj] . (egg, oval)

material 18 1423  [subj] is made of [obj] . (sofa, cloth)

size (smaller) 107 2000  [subj] is smaller than [0obj] .  (book, elephant)
size (larger) 107 2000 [subyj] is larger than [obj] . (face, spoon)
co-occurrence 5939 2108  [subj] co-occurs with [obj] .  (fence, horse)

241



Unimodal vs Multimodal models?
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Unimodal and multimodal models’ abilities to capture visual commonsense knowledge

Source Group Spearmanp #Subjs Avg#Occ TopS#Occ BtmS#Occ Acc@1
VG All 64.3 + 23.9 355 1252.6 64.6 308.6

SINGLE  62.2 +24.0 131 494.9 64.6 1181.6 80.2

MULTI 69.3 + 20.7 136 1156.1 2062.2 347.0

ANY 584 + 27.1 88 2529.6 8452.4 1213.4
Wikipedia All 33.4 + 30.6 302 543.6 1758.0 49.8

SINGLE  29.6 £ 29.9 110 352.2 345.8 35.0 35.5

MULTI 33.9 +30.9 119 500.8 1242.0 27.6

ANY 38.2 +30.4 73 902.0 3000.2 161.2

Visual Commonsense in Pretrained Unimodal and Multimodal Models. NAACL 2022
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Future Direction:
Adding commonsense knowledge to pretraining

* In-context prompt

Knowledge for
Model

« data augmentation

 data selection

Knowledge Knowledge Kngwleﬂge
- VLM Graph Riddles Embr;]c?ding
Knowledge for
data
VLM = Physical Unimodal vs
/ Knowledge knowledge Multimodal
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Future Direction:
Physical Knowledge Enhanced LM/VLM

Humans learn a huge amount of knowledge about the external world via multisensory
experience and interactions, however, current LLM/VLM are trained with static datasets,
thus lacks understanding of the physical world.

Put object A to the left of object B. Then, put object B in front of object A.
Then, put object C to the left of object A. Which object is directly behind

Spatial object B?
Relation
Object C is directly behind object B.
Imagine you are a human being. Put your left hand on the back of your head.
' ?
Knowledge Can you still see your left hand
requiring

embodiment

@ Yes, | can still see my left hand as it is positioned on the back of my head.
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Future Direction:
Physical Knowledge Enhanced LM/VLM

Humans learn a huge amount of knowledge about the external world via multisensory
experience and interactions, however, current LLM/VLM are trained with static datasets,

thus lacks understanding of the physical world.

c picks up a knife: 0.251

c drops a knife: 0.251 Stable

CLIP ¢ picks up a pepper: 0.255 Diffusion
c looks around: 0.243 Start Frame v2.1
picks up the knife
Action Text Generated Image
End Frame
Action classification Causal Effect of Actions

Physical Interactions involving actions and objects 245



Future Direction:
Physical Knowledge Enhanced LM/VLM

From Reading/Seeing to Doing: From passive perception to interaction with the world.

pushed behind (blue chair; red chair) |
pushed behind ( ; blue chair) oo
Y :

laced on (book; chair in front of blué chair)

____________________ Event

:l Q: A blue chair is pushed \: World
\ behind a red chair, a ; AffOl‘dance

E ,, is pgshed behund'the Language The book
: e chair, and a book is World iS on the
: placed on the chair in front of ! red chair.
: the blue chair. What coloris | Status
! the chair that the book is on? / - J Chan ge
:\Answer: S Physical

""""""""" World Physical

i )
H Relation
} :




Future Direction 2:

Disentangling Perception & Reasoning



Initial Exploration: ViperGPT

VIPER-style reasoning shows the potential of treating perception models as tools and LLMs
as reasoner to solve difficult problems.

\ 4
kid_patches =
image_ patch find(”kid”)

Query: How many muffins can each kid have for it to be fair? Execution

Generated Code muffin_patches =
image_patch. flnd(”muffln”)

def execute_command(image):
image_patch = ImagePatch(image)
muffin_patches = image_patch.find("muffin")
kid_patches = image_patch.find("kid")
return str(len(muffin_patches) // len(kid_patches))

» Len(muffin_patches)=8
» Llen(kid_patches)=2

»8//2 = 4
Result:4

£ »drink_name = ‘tullamore dew’
If; »alcoholic = ‘yes’
def execute_command(image):

image_patch = ImagePatch(image)
drink_patches = image_patch.find("drink")
for drink_patch in drink_patches:
drink_name = drink_patch.simple_query("What is this?")
alcoholic = Llm_query(f"Does the {drink_name} have alcohol?")
if alcoholic == "no":
return drink_patch

: Result:
¢y »drink_name = ‘bacardi’ =
* »alcoholic = ‘yes’ :

»drink_name = ‘gin’
| »alcoholic = ‘yes’

return None

»drink_name = ‘dr pepper’
‘ »alcoholic = ‘no’

[Didac Suris*, Sachit Menon*, Carl Vondrick. arXiv 2023]



Initial Exploration: ViperGPT

Bottleneck:
- Reasoning is limited to the commonsense and code generation capabilities of LLMs;
- Can only handle a single image context.

Query: How many muffins can each kid have for it to be fair? Execution

A4
kid_patches =

Generated Code muffin_patches =
image_patch. find(”muffin”)

7 v “ Soan

def execute_command(image):
image_patch = ImagePatch(image)
muffin_patches = image_patch.find("muffin")
kid_patches = image_patch.find("kid")
return str(len(muffin_patches) // len(kid_patches))

» Len(muffin_patches)=8
» Llen(kid_patches)=2

»8//2 = 4
Result:4

£ »drink_name = ‘tullamore dew’
lr »alcoholic = ‘yes’

def execute_command(image):
image_patch = ImagePatch(image) : Result:
drink_patches = image_patch.find("drink") ;§ »drink_name = ‘bacardi’ -
for drink_patch in drink_patches: 1 »alcoholic = ‘yes’ =
drink_name = drink_patch.simple_query("What is this?")
alcoholic = Llm_query(f"Does the {drink_name} have alcohol?") lia
if alcoholic == "no": ] »drink_name = ‘gin’
return drink_patch | »alcoholic = ‘yes’

return None

»drink_name = ‘dr pepper’
W‘%‘ »alcoholic = ‘no’

[Didac Suris*, Sachit Menon*, Carl Vondrick. arXiv 2023]



Example: Answering Questions using Tools

Q: At which festival can you see a castle in the background: Oktoberfest in
Domplatz Austria or Tanabata festival in Hiratsuka, Japan?

24 029 Dom, Oktoberfest

In the summer, the Sendai
Tanabata Festival, the
largest Tanabata festival
in Japan, is held. In
winter, the trees are
decorated with thousands

of lights for the Pageant of

Starlight, lasting through
most of December.

Masskruege Four mugs of
beer ar Okioberfest 2008,

The festival is a "Syonan

Yl HiratsukaTanabata

Matsuri".

Tokyo

Fussa Tanabata Festival-

In 1938, after Hitler had
annexed Austria and won

j| [the Sudctenland via the
Munich Agreement, Ok

toberfest was renamed to)
G hes  Volksf

4| (Greater German  folk|

festival), and as a showing
of strength, the Nazi
regime transported people]
from Sudetenland to the
Wicsna by the score.

Large-scale Tanabata fes-

tivals are held in many| |/

places in Japan, mainly

along shopping malls and| |- #85

streets, which are deco-

rated with large, colorful | |

streamers.  The most fa-
mous Tanabata festival is
held in Sendai from 6 to 8
August.

Calella - Catalonia, Spain
- 11 Aug. 2009

For the  Oktoberfest
Lowenbriu  brews o
special  Mirzen  beer
called Oktoberfestbier or
Wicsenbier ("mecadow
beer,” referring 1o the
Bavarian name of thel

festival site, the "Wiesn").

Ghost train on the Munich
i |Oktoberfest.

A: You can see a castle in the background at Oktoberfest in Domplatz, Austria

WebQA

Figure Credits: Xingyao Wang

question = "At which festival can you see a castle in the background: Oktoberfest in
Domplatz Austria or Tanabata festival in Hiratsuka, Japan?"
input_data = [(<imgl>, "J24 029 Dom, Oktoberfest"), ...]

# In[1]:
# Filter out irrelevant information for the question
input_data = [
data_instance
for data_instance in input_data
if solve(f"is {data_instance[1]} relevant to the question: {question}")
# recursive call
# we can even offload these to a better model (e.g., GPT-3.5)
# if ask_gpt_yes_or_no(f"is {data_instance[1]} relevant to the question:
{question}")
]
# Out[1]:
input_data == [(<imgl>, "J24 029 Dom, Oktoberfest"), (<imgé6>, "Tanabata festival in
Hiratsuka")]

# In[2]:

# solve("Which data instance with a image has a castle on the background?")
from multimodal models import CLIP

img_features = [CLIP.image_encoder(img) for img, text in input_data]

text = "There is a castle in the background"

text_feature = CLIP.text_encoder(text)

has_castle = [cosine_similarity(text_feature, feat) for feat in img_ features]
idx_more_likely to_have castle = argmax(has_castle)

# Out[2]:

idx_more_likely to_have_castle
input_data[idx_more_likely to_have castle] == (<imgl>, "J24 029 Dom, Oktoberfest")

# In[3]:
# Synthesize solution from caption
answer = "You can see a castle in the background at Oktoberfest in Domplatz, Austria”
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Future Direction 2: Disentangling Perception & Reasoning I

- Perception:
Vision-only model (e.g., object detection)
Vision-language model (e.g., captioning, QA)
- Reasoner: Language-only model — We need divide-and-conquer!
- (1) decompose a problem (e.g., a sub-function call)
- (2) use tool to solve a problem (e.g., access external database, fetch relevant
information)

- (83) update the conclusion (e.g., store something back into the database)

Figure Credits: Xingyao Wang
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Content

Learning patterns of procedure with human-curated patterns and data.

becedu}:al
~._Knowledge
! /7 External
N kB

Common Knowledge
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Agenda

 What is Procedural Knowledge?
« Tasks requiring Procedural knowledge.
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What is Procedural Knowledge”?

* Psychology View

Propositional
, w Knowledge ( )
\ ) Procedural
Knowledge o Knowledge
‘ g propositional
__ Knowledge | Knowledge by
Acquaintance

https://www.rep.routledge.com/articles/thematic/knowledge-concept-of/v-1/sections/the-varieties-of-knowledge 265



What is Procedural Knowledge”?

* Psychology View

| know Ottawa is the
capitol of Canada.

( )

Propositional
( * Knowledge ( )

\ J

( )

266



What is Procedural Knowledge”?

Psychology View

.

J

Knowledge by
Acquaintance

.

N

J

| know someone.
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What is Procedural Knowledge”?

* Psychology View

. J Procedural
( * Knowledge

| know how to do
something.
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Tasks Requiring Procedural Knowledge

* Procedural planning

Time : | »
Inputs: start —— goal ¢ * o0
Ot Og ?\: " S
Observations: F'Y
(Otfog) N

Given a start image and an end image, generate a sequence of actions.

Chang, Chien-Yi, et al. "Procedure planning in instructional videos." European Conference on Computer Vision. Springer, 269
Cham, 2020.



Tasks Requiring Procedural Knowledge

* Procedural planning

Time : | .
Inputs: start goal o ° o0
Ot 4 Og :} - o
. Yo PN
Observations: a v
) N
Outputs:

Predicted Actions:
{ay, ...,ap 71}

Predicted States:
{0 X}

Whisk Eggs

Pour to
Pan
At 41

Add
Mushrooms
T

Xt+2
Xt+3

Put into
Plate
Aryr -1

TTa
o\s\a“c

Xt+T

Xg

Given a start image and an end image, generate a sequence of actions.

Chang, Chien-Yi, et al. "Procedure planning in instructional videos." European Conference on Computer Vision. Springer,

Cham, 2020.




Tasks Requiring Procedural Knowledge

« Step forecasting

What is the next step?

Time

Given the historical video, predict the next step.

Frames are from Gordon Ramsay’s Fillet of Beef Wellington
Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019. 271
Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.



Tasks Requiring Procedural Knowledge

« Step forecasting

What is the next step?

Assembling: Shingle the

prosciutto on the plastic

wrap; Spread mushroom
over prosciutto; ...

Time

Given the historical video, predict the next step.

Frames are from Gordon Ramsay’s Fillet of Beef Wellington
Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019. 272
Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Agenda

« Explicit Knowledge Source: Learning with the help of external knowledge

-

Data

-

Knowledge

-

« |mplicit Knowledge Source: Learning procedural knowledge from data

(Massive)
Data

...... ‘ tal Model
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« Explicit Knowledge Source: Learning with the help of external knowledge

-

~
Data =
— o o)
tﬂl Model
@ (o o o)

Knowledge

-
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Explicit Knowledge Source

* Procedural knowledge can be easily curated from the Internet

* Recipe1M 5.

INGREDIENTS  wuwitien DIRECTIONS

Ingredients

e 3 lbs salmon

« 1 teaspoon cajun seasoning
« 1 tablespoon olive oil

Cooking instructions /

1. Rinse off salmon and pat dry with paper towel.
2. Drizzle cookie sheet with olive oil.
3. Place salmon (skin side down) on cookie sheet
and drizzle more oil on top.
4. Shake Cajun seasoning on salmon to taste.
. Broil 15-20 minutes or until center of salmon is
done.

w

Salvador, Amaia, et al. "Learning cross-modal embeddings for cooking recipes and food images." Proceedings of the IEEE conference on computer vision and pattern recognition. 2017.
275



Explicit Knowledge Source

* Procedural knowledge can be easily curated from the Internet
 Recipe1M
e wikiHow
HOW to do anything... Q : Step 1. Sear the filiet mignon to brown.

Over high heat, coat bottom of a heavy skillet with olive
oil. Once pan is nearly smoking, sear tenderloin until
well-browned on all sides.

Step 2. Fry the mushroom until they are dried.
To skillet, add butter and melt over medium heat. Add
mushroom mixture and cook until liquid has evaporated.

Step 3. Assembling.

» Shingle the prosciutto on the plastic wrap into a
rectangle that’s big enough to cover the whole
tenderloin. Spread the duxelles evenly and thinly over
the prosciutto.

Welcome to wikiHow, the
most trusted how-to site
on the internet.

What will you learn on wikiHow today?

l Q Beef wellington

https://www.wikihow.com/Main-Page
Koupaee, Mahnaz, and William Yang Wang. "Wikihow: A large scale text summarization dataset." arXiv preprint arXiv:1810.09305 (2018). 276



How to Utilize the Knowledge Source?

/

Supervision

277



How to Utilize the Knowledge Source?

/

Supervision
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Zero-Shot Anticipation for Instructional Activities I

» Key ldea: Obtain training data from knowledge base.

1) Learn instructional tasks from text 2) Transfer knowledge to video 3) Zero-shot Task: predict next steps

n --r-" Chocolate

TR
11 A1 Preheat oven to 350 dearees. ‘ : Chip Cosldes
12 A 2.G 1 Beat together the butter and sugar ‘ - .
:) : 3 lq‘) Add the eggs and beat.
(4 A 4.5 ) A3 vaniia and the mashed bananas. MM(
,5;.;534 Mix the flour, baking powder, 1 Combine cake mix, strawberries, of, msuubw
6. T 6 S 5 ASd the dry ingredients 1o the first part, 2. Ald in Cream cheese s mx
P B 16 Pour inte the mold 3. Using & sco0p, form balls of cookle dough } Scoop 6 balls of
LT Bake, . 4, Transfer 1o 3 baking sheet and Dake for 10 minutes. ) 5 dough onto a
baking tray
oo - video recipe sentence predicted
/cncodef network decoder next step
sentence recipe  sentence video recipe sentence
encoder network decoder encoder network decoder

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.

Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and 279
Machine Intelligence (2022).



Zero-Shot Anticipation for Instructional Activities I

« Sentence encoder encodes a step sentence into a step vector.
* Recipe network is a RNN modeling procedures.
» Sentence decoder decodes step sentences.

1) Learn instructional tasks from text e L
—— e pr— I RECIPE :
1 A 1 Preheat oven t0 350 decrecs, | SPACE :
2 A 2.G 1 Beat together the butter and sugas |
" 3 ir 2 ASd the e9gs and beat 1 :
& A 4.5 ) AS3 vaniia and the mashed Dananas | ¢ t :
S N 5 S 4 Mix the ficur, baking powder | | sentence sentence
6. T 6 SI S . ASduw dry ingradents o the Hirst pan | encoder } decoder SENTENCE |
v, 7 B 6 Pour inte the moXt I SPACE |
. 1 7. Bake | . I :
L [TOC D O e e et em |
oo video D
encoder SPACE
sentence recipe  semtence _ |
encoder network decoder video segments

Model Overview

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and 280
Machine Intelligence (2022).



Zero-Shot Anticipation for Instructional Activities I

* Only train the video encoder to project video into step vectors with

annotated data.

2) Transfer knowledge to video

S

|1 Combine cake mix, stramberries, of, 29gs In a bow
\2 AGd In Cream cheese and mix

| 3. Using & 5<00p, Torm balls of cookie dough

.A Trarster 10 3 Baking sheet and Dake for 10 minutes |

- -

video recipe senterce
encoder network decoder

Add strawberries beet lettuce bananas

Blend until !'ust combined

) ) ) t
G - D - G - D

Add ice and continue blending
D - D - G - G - G

Pour mixture into a glass
S S } f S
D - D - D - D - S

Serve immediately

) )
D - G

sentence decoder

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and 281

Machine Intelligence (2022).




Zero-Shot Anticipation for Instructional Activities I

 Generalize on new tasks.

Scoop 6 balls of
cgough onto &

/ baking tray
oo recipe sentence pregicted

ii "/ encoder network Gecoder next step

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and 282
Machine Intelligence (2022).




Zero-Shot Anticipation for Instructional Activities I 2

» Strong zero-shot performance on the proposed Tasty video

dataset
Method ING VERBS BLEUI BLEU4 METEOR
ST ERIE(e) 7.59 19.18 18.03 P un2
S2VT [53], next (GT) 1.54 10.66 9.14 0.26

End-to-end [60]
Ours Visual (GT)
Ours Visual
Ours Text (100%)
Ours Text (50%%
Ours Text (25%
Ours Text (0%)
Ours Text noING
Ours joint video-text

The larger knowledge base used, the better! {

* Limitation
« Domain is limited to cooking.
* Rely on annotated data samples for training video encoder.

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
283



Non-Sequential Graph Script Induction via
Multimedia Grounding

» Key ldea: Obtain non-sequential script by grounding wikiHow steps to

. .
VideOo 0DSEervations. s s <92 oo oo
l .

Chop up some green onions .

KOSZY‘—OQ—"/

l 2 Heat the wok with oil until hot
Heat the wok for 3 minutes . 0.79
l : Cook cold rice in the wok for
Put in cold rice and cook S 3min
3min 0.'65
l : v
Add a touch of salt Add some salt ~0.43

| s e

Put in 2 red hot chill 5
peppers :

|
0.37
Put in cooked eggs <«

Put in the cooked eggs \
0.72

- Add chopped green onions
Add green onions
I

l 075

Mix well and serve 2 Mix well and serve

: Non-sequential Graph Script - ° +

Zhou, Yu, et al. "Non-Sequential Graph Script Induction via Multimedia Grounding.” Proceedings of the Conference of the 61st Annual Meeting of the Association for
Computational Linguistics (ACL), 2023 284




Non-Sequential Graph Script Induction via
Multimedia Grounding

* Video observations contain real-world variance in procedure, which
makes wikiHow scripts non-sequential.

g Example Grounded Sequence from a Unlabelled Video E
Unlabelled
Video -
ol
"smoking ribs  "got pack thick  "gotlocal grown ‘“cajun seasoning = e "thick cut bacon "one more
fellow-channet” cut hickory green tomatoes low sodium "assembling blt bacon grill” ingredient”
smoked bacon™ slice discard" version" bacon lettuce
ASR "taking break tomato correct" "bacon grill grill "ingredient cap
Narrations hotdog series"  "get this going" "end go quarter "seasoned flavor enhance” bad boy bit"
inch thick" bread little flip "using romaine
"inspired "got my bacon exact" hearts lay light"  "plenty bacon little ~ "ingredient cap
episode” fried" "local bought" ... problem" bread"
______ Y. ... v v \/ \J ./
Grounded | Remioved cook the slice some add some addthe  JERRRUCRIRE]
Sequence : ; bacon tomatoes lettuce bacon piece of bread
st J

Zhou, Yu, et al. "Non-Sequential Graph Script Induction via Multimedia Grounding.” Proceedings of the Conference of the 61st Annual Meeting of the Association for
Computational Linguistics (ACL), 2023 285



Non-Sequential Graph Script Induction via
Multimedia Grounding

« Graphs can be constructed by merging multiple decoded sequence.
 Limitation: closed-vocabulary; text-only graph.

~
( Model Generated Sequences for Task: Make Lemonade (1). cut the lemons
into halves
(2). squeeze the (3). transfer the . (6). stir the |
): %L:;‘:Zhizons —»lemon to get most of —» lemon juice intoa —» (!.’)'ta?: lce'ctu B —» lemonade witha - )‘7)' PO:H‘ Ie|monade 0.8
: the juice out large pincher el i large spoon into glass 4
(2). squeeze the
(2). squeeze the (6). stir the lemon to get most of
(- f;ut s eticns —»lemon to get most of —>» 5 s sugar oA lemonade with a >(7)' pour Scnace the juice out
into halves R the lemon juice into glass
the juice out large spoon 0.7
'Y
(2). squeeze the 4 : (6). stir the (3). transfer the
() e T s tmon et mostof > g1 O (6 dico s emarace wina —> PO BTONRGE | 015 iomon oo
the juice out ! large spoon Rias large pincher
L aaaaas J 0z 3.45
] ] / y
" . ‘ Step-Adjacency Matrix (4). add sugarto _ 0.25 _ (5). add ice cubes 5
Generated Sequential Step Paths |12 (34|56 |Z the lemon juice 0.2 into the mixture
. . 1)1.]108] 0|00 0 0 0.4
@*@DH( 3)—>(5)—>() 1) 2|0 [ |o7]o15/ 0| 0 |ees 02 (6). stir the
o % lemonade with a
OO ONONG e T S s
F==. \ > 0.7
- N : : h 4|0 |0 |65 [0.25/0.25| 0 v
p _— . - (7). pour lemonade
( 1}%@)—»( 4 )—»( 5)—*(6}—»(7) 210(0]0 02", \0'4 0 into glass
. N . h = ' 6 0 0 685/ 0 | O (19
L e 3 z|lo|lo|o0o]|o0fess 0 Output Graph Script: Make Lemonade

Zhou, Yu, et al. "Non-Sequential Graph Script Induction via Multimedia Grounding.” Proceedings of the Conference of the 61st Annual Meeting of the Association for

Computational Linguistics (ACL), 2023
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How to Utilize the Knowledge Source?

°
e

AN
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Learning To Recognize Procedural Activities with
Distant Supervision

» Key ldea: Leverage pretrained language model to align
knowledge base and videos with speech to obtain supervision.

Time 5;1.6 626 72.2 80.2 99.1 107.1 1116.7 12:1‘7
>
Iy |

Step KnowledgeBase ~ W/KIHOW

How to Install a Portable Air Conditioner
» Determine if the window adapter kit will work with

1
! |
! |
! |
! I
! |
! I
! I
1 ! 1
1 your window. "
Frames I« Connect the exhaust hose that came with the portable
: air conditioner to the air conditioning unit. 1
1 * Secure the exhaust hose window connection in place. :
I« Plug in your air conditioner. |
1 1
1
, How to Replace a Power Window Motor :
I« Remove the masking tape and lower the window back ,
ASR length and attach it type-b screws engage and install power outlet you Pretrained : down. 1
to the windows included in the unit the other end to will hear a tone that » L « , * Insert the window mounting bolts. :
session frame insert this may take up to the back of the air  confirms the air anguage 1+ Reinstall the plastic liner and interior panel. "
the vent panel nine screws refer to conditioner locate  conditioner has been Model : |
! : : s T 1 Plug the electrical cord into a proper electrical outlet. :
¢ v ¢ ! } g : G ‘ !
Assigned Insert the window  Tighten the screws. Connect the exhaust : : Tighten the screws. 1
mounting bolts. hose that came with *--------- ! [ - :
Steps the portable air ctric o ! 10588 steps, 1053 articles I
conditioner to the air e -

conditioning unit.

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with
Distant Supervision

» Step Knowledge Base Construction

 Use 1053 tasks, each of which has at
least 100 examples in the HowTo100M
dataset

* Find the corresponding articles on
W| k| HOW » Secure fhe exhaust hose window connection in place.
» Plug in your air conditioner.

E Step Knowledge Base E
* CO”eCt Sentences fOr eaCh Step In i EI-Iowto Replace a Power Window Motor E

How to Install a Portable Air Conditioner

» Determine if the window adapter kit will work with
your window.

eaCh Of the tas kS + Remove the masking tape and lower the window back
down.

» Insert the window mounting bolts.
» Reinstall the plastic liner and interior panel.

» Tighten the screws.

10588 steps, 1053 articles

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with Gb mn
. a %;)fgf m”il
Distant Supervision = = —

Time e o soine aion —» * Distant supervision
' n creation
» Leverage a pretrained
Fearnie language model to
produce embeddings
for both steps and
ASR sentences from
AR wmemer  mtww e pwesew | HOVIAEO
seanon frarre reort ™ Sy e 0 o Sebich of he ar ol the ar . . .
e verd parel e e e condtioner dete  ConBimons es boen similarity between
. ‘ ' ‘ | each ASR sentence
Assigned T T RO | ' and all the steps.
Steps |

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with
Distant Supervision

Pretraining: Learning to align videos and the Finetuning: Training a classifier with both step-level video
step knowledge base representation and ordering information from the knowledge
base
Time

Predicted
Score

>

v

Steps

Step Knowledge Base | v/ )</ How

How to Replace a Power Window| Motor

+ Remove the masking tape and lower the window back
down.

+ Insert the window mounting bolts

Jaljisse|D weassumo(

4

» Plug the electrical cord into a proper electrical outlet.

+ Tighten the screws.

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with I
Distant Supervision

e Step Forecasting on COIN
* Wikihow Knowledge provides high-quality distant supervision!
* Ordering information in the knowledge base further helps!

Long-term Model Segment Model Pretraining Supervision Pretraining Dataset ~ Acc (%)
Basic Transformer S3D[ V] Unsupervised: MIL-NCE on ASR HT100M 28.1
Basic Transformer SlowFast [ | ] Supervised: action labels Kinetics 25.6
Basic Transformer TimeSformer [*]  Supervised: action labels Kinetics 34.7
Basic Transformer TimeSformer [*]  Unsupervised: k-means on ASR HT100M 34.0
Basic Transformer TimeSformer Unsupervised: distant supervision (ours) HT100M 38.2
Transformer w/ KB Transfer = TimeSformer Unsupervised: distant supervision (ours) HTI100M 394

* The supervision from the wikihow knowledge base also helps

Recognition of procedural activities on COIN

Long-term Model Segment Model Pretraining Supervision Pretraining Dataset Acc (%)
TSN (RGB+Flow) [~ 7] Inception [54] Supervised: action labels Kinetics 73.4%*
Basic Transformer S3D [V] Unsupervised: MIL-NCE on ASR HT100M 70.2%
Basic Transformer TimeSformer Unsupervised: distant supervision (ours) HT100M 88.9
Transformer w/ KB Transfer = TimeSformer Unsupervised: distant supervision (ours) HT100M 90.0

Egocentric video classification

Segment Model Pretraining Supervision Pretraining Dataset ~ Action (%) Verb (%) Noun (%)
ViViT-L [7] Supervised: action labels Kinetics 44.0 66.4 56.8
TimeSformer [#]  Supervised: action labels Kinetics 42.3 66.6 54.4
TimeSformer Unsupervised: distant supervision (ours) HT100M 444 67.1 58.1

 Limitation: Didn’t employ ordering information in the pretraining model. 292



Procedure-Aware Pretraining for Instructional Video I
Understanding

(D A
SO
(S V\ e
; g G I I I
Z\S &
o YR

=0y ==

185\ = C—

» Key ldea: Construct procedural knowledge graph and then use it
to obtain supervision.

(a) Procedure Knowledge - (b) Pre-training
Graph Building Supervision

. g }
] — ® ”Q PKG What task?

Instructional Videos wdy Paprika What step?

. P £ f":' -
J'}A, [ (,\’ f Y

v
LB N

: Ky o | Y
' : | J = ',)‘v" ’ Procedure-Aware Model tNhat next Step?
i  EEEERRERRN il “an

|
|- S _— \
SEISEISSEEENSEREEE
’
p
y g I \ )
o g = .
3

Downstream Procedural Tasks

Zhou, Honglu, et al. "Procedure-aware pretraining for instructional video understanding." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.
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Procedure-Aware Pretraining for Instructional Video I ! OQﬁ
Understanding A !

 Construct procedural knowledge graph by grounding wikiHow
steps to instructional videos;

(a) PKG Building

. Instructlonal Vldeos
Wiu .‘ Video-Step

nﬁﬁﬂh
} --1. WhISk flour

| 72.Add egg
‘ "“3 Add milk g
N | --=4. Stir mixture 5 ﬁ e
\\‘"‘5.... m— 3 v’ ndi
el N :
1 : |
Add gg 1 l » PKG
& oD
® ,* Add milk oz
W Pour milk a
% ). & Py
@ L
.  J ®
. . ; Su 2

Zhou, Honglu, et al. "Procedure-aware pretraining for instructional video understanding." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.
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Procedure-Aware Pretraining for Instructional Video

Understanding

» Use procedural knowledge graph to supervise a procedure-aware

model;

(b) Pre-training

i Light-Weight 9
Procedure-Aware Model 2]

e(*)
" Pre-Trained

General-Purpose Video
Foundation Model

& )
= /

7, Zo \ /
k Context Learning Node Relation Learning

_Video-Node Matching Video-Task Matching Tas
vision

Zhou, Honglu, et al. "Procedure-aware pretraining for instructional video understanding." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.
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Procedure-Aware Pretraining for Instructional Video
Understanding

* The representation produced by the procedure-aware model can
be directly used for downstream tasks.

(c) Downstream Tasks

Task Recognition

I

e e
make sandwitches

Step Recognition

cut tgmato

Step Forecasting

next step?

add mayonnaise?
Both in pre-training & q In pre-trainin
downstream task P 9

q In downstream task q Supervision

v Frozen

Zhou, Honglu, et al. "Procedure-aware pretraining for instructional video understanding." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.
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Procedure-Aware Pretraining for Instructional Video
Understanding

* Limitation: closed-vocabulary; text-only graph.

(a) PKG Building
Instructional Videos
I'l'._l‘l'llil'.l "‘f e(.)

(b) Pre-training (c) Downstream Tasks

@ Light-Weight B
Procedure-Aware Model 2]

Task Recognition

I

i it
make sandwitches

: AulL Video-Step
Make birthday cake| Matching

---=-1. Whisk flour ﬁ PrereT

a5

"2F Pre-Trained
General-Purpose Video
Foundation Model

o Step Recognition

WOo0oTOoLMOH

cut tg}mato

|
o Add egg ; 1
« Beat agng egg ‘

Add milk

Step Forecasting

© next step?
N add mayonnaise?
s o
‘.

\ - ‘. v O O ! 2, Both in pre-training & q In pre-training
' SN . ricnce . . o e 5 . downstream task
) _Video-Node Matching Video-Task Matching Task Context Learning Node Relation Learning I dowatEeant sk T
L ) Supervision m in do ) Supervi
%

sk
wer Frozen

Zhou, Honglu, et al. "Procedure-aware pretraining for instructional video understanding." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2023.
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How to Utilize the Knowledge Source?

/

Supervision
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

» Key ldea: Learning multimodal schema to represent procedural
knowledge.

Schema ladection Schema ) diting " hetma Couhded \ Mve Hetahe

(s g L omamm? i Vet oo Ay
Tl Pabr Cha bn

e . » .l. - - l-'..
. YouTubw Vit (Losenng D) e .o - e : -—
. v
- -
ST .
. o rmoen : .
-
e -
? Dmvien
Prrdieiod Savome ol Bode T
ﬂ Sehema of Babs Chadon :
* Wk B chchan Seomghily ~ Frodnted Sebems of Bade 700

*  Sonem pour dramencts
¢ Matasx Se ok
* o s coamag DeTRoeeonr av B ey

L » ’
o Sprukie S0 poger su e ichon - ol ' ‘ s
* Tl S Machened cacion i S v 5 " 08 e h - ‘
. v - A
g -

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

« Schema Induction L SN e

* For each task, find corresponding steps
from wikiHow and videos from YouTube.

* For each segment in each video, retrieve
most relevant steps with existing video-text
matching models.

Sehrma ol Babr C0Een

A By chm

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

» Schema Editing

* For an unseen task, find the most similar I
seen task based on both textual and visual =~ = & eaeidne B
similarity. 450 20 Pl

Schima ) Jiling

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

» Schema Editing

 For an unseen task, find the most similar
seen task based on both textual and visual
similarity - ——

(A pet Bagto v msen

* Replace object towards the unseen task. AR

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

» Schema Editing

 For an unseen task, find the most similar
seen task based on both textual and visual
similarity

* Replace object towards the unseen task.

» Delete steps that are not relevant in the
new task with a pretrained language model.

a2 [ o sen

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

» Schema Editing
 For an unseen task, find the most similar
seen task based on both textual and visual
similarity
* Replace object towards the unseen task.

* Delete steps that are not relevant in the
new task with a pretrained language model.

* Replace tokens least likely associated with o
the task in each step by prompting a ’ .
pretrained language model. e

Frvdao wd S bhoma ol Bade 7 A

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded
Multimodal Schema for Instructional Video Retrieval

 The learned schema provides step-level
information to better retrieve videos.

Method Howto-GEN COIN Youcook2 ‘ ' :
P@IT R@5 R@I107 Medr] MRR? | P@If R@5! R@107 Medr, MRRT | P@1f R@5] R@I107 Medr] MRRT

MIL-NCE 1] | 452 310  43. 150 198 | 483 371 528 95 227 | 270 182 265 320  .126 :
- 51201 440 299 410 190 190 | 461 353 507 100 219 | 213 160 247 615  .108 ‘
£ GPT2[39] | 460 315 433 160 200 | 489 392 534 8.0 233 | 315 190 273 445 130
%  GPT3[2] 493 333 457 130 211 | 533 421 590 8.0 252 | 371 224 346 270 160
& GOSC[:0] | 547 370 498 1.0 231 | 539 416 551 8.0 248 | 303 207 348 280 146
< wikiHow 51.9 354 4738 110 222 | 539 408 561 7.0 246 | 315 210 342 245 149
g [ER(Ours)” | 543 ~373 ~ 501 100 231 | 5727 %2 "578 ~ 70 256 | 416 258 ~ 388 200 .75
? JIER®(Ours) | 550 374 506 100 234 | 561 423 591 8.0 258 | 404 251 388 200  .172,

" Oracle 565 380 508 100 237 | 600 434 3593 7.0 262 | 528 335 471 140 215"

Even comparable with oracle (using manual step annotation for each query)

 Limitation
« Schema is restricted to step sequence without

considering graph structures, e.g.,
optional/exchangeable steps.

* Only evaluated on text-video retrieval.

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021). 205



Summary of Methods Using Explicit Knowledge I

Sener & Yao ICCV 2019 Lin et al. CVPR 2022 Yang et al. 2021

1) Learn instructional tasks from text
\ ~ \ Py 0 4 3¢ e

sentence recipe sentence
encoder network decoder

2) Transfer knowled ge to video

MCM.(

o, stran Wﬂﬂ €9gs In & bow'
m ”ﬂ m‘l“
3 Using & 5¢00p, form bels of cookde dou

4 Wanster 1o 3 baking sheet and dake for 10 minutes

3) Zero-shot Task: predict next steps

Knowledge as data

Knowledge as supervision v
Knowledge for model v v
Sequential knowledge v v v
Multimodal knowledge v
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Summary of Methods Using Explicit Knowledge R &2 OQIL

Sener & Yao ICCV Lin et al. CVPR Yang et al. 2021 Zhou et al. ACL Zhou et al. CVPR
2019 2022 2023 2023
Knowledge as data v v
Knowledge as v v
supervision
Knowledge for v v
model
Sequential 4 v v
knowledge
Multimodal v
knowledge

 What is next?
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R —
Future Challenge: Interpret but Not Memorize IGQOQLI]

Do models understand why the steps are ordered as in the knowledge
base?

How to make lemonade?

Cut lemon in half.

Why these two steps cannot be exchanged?

\ 4

Squeeze lemon to get juice.

R

o '~
* N
/‘/ .
A A

Add sugar. Add Ice.

A
A 4

What is the intent of this step?
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Open Problem: Open-vocabulary

* Can the knowledge be automatically extended to open-vocabulary?
 Generalize to new tasks;
* Discover new steps and add them in the knowledge base...

How to make lemonade? Generalize to new tasks:
Make Berrynade

Cut lemon in half.

A 4

Squeeze lemon to get juice.

Add Ice.

>
a
a
%
C
Q
0
=
A

A 4

New step
discovered from
video: Carbonate

https://www.youtube.com/watch?v=GaC14YpDJHw
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Agenda

* Explicit Knowledge Source: Learning with the help of external knowledge
* Implicit Knowledge Source: Learning procedural knowledge from data

(Massive)
Data

...... - Y-a)' Model
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MERLOT:

Multimodal Neural Script Knowledge Models

» Key ldea: Learning temporal reasoning ability through massive

video data. |
B
green-
house.

It's thin
plastic, so
it'll be easy

to cut.

So I'll cut it
with a
circular
saw.

For my

morning »
routine, | ...

lapoous Ajuo sabenbue]

CLS

'y

CLS

~

Contrastive
Frame-caption
-_ matching

Temporal ordering

Unmask words

CLS

CLS

i mask=
| 18 - saw
| 1‘
Joint Vision & Language Transformer Encoder
E1 o [H,W /‘Igss.i,g ~fow] ews| 1oL | fes| || L
C t—t _—1 t ¢ r ¥ f 1 f
Image Image Word Word
Encoder embed - embed

*

It's thin plastic,
so it'll be easy

to cut.

Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.

*

So I'll cut it with
a circular

[MASK]
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MERLOT:
Multimodal Neural Script Knowledge Models

* Objective 1: Alignment between frame representations and text
representations

We're S

. \ =\

making a A . W
green- ‘

house.

Contrastive
Frame-caption
._ matching

It's thin
plastic, so L
it'll be easy
to cut.

CLS |

So I'll cut it CLS

with a
circular
saw.

LS|1,1] - [H,W /‘l@s JJ,i - HW
1 e t 1 t
Image Image
Encoder Encoder

1apoous Ajuo abenbueq

A
F
e h;'____ o ssrs I

For my CLS
morning »
routine, | ...

312
Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.



MERLOT:
Multimodal Neural Script Knowledge Models

* Objective 2: Masked Token Modeling.

Unmask words

| mask=

18 saw

1\

Joint Vision & Language Transformer Encoder

N I I O I

ELs1ig|m HW/.I@;SH ~Hw| feus| 1 [ L | fews| 1 || L

i t ¢ t f ¢t f 1§ f
Image Image ~ Word Word
~ | Encoder embed - embed
' :
It's thin plastic, So I'll cut it with
so it'll be easy a circular
to cut. [MASK]

313
Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.



o —
Multimodal Neural Script Knowledge Models @m*’

» Objective 3: Temporal Ordering (Binary classification between each
pair of frames).

Temporal ordering

ELS| Iy =1 |E

! T

Joint Vision & Language Transformer Encoder

oL

|

|

.

|

|

|

|

ﬁ'—ngl ~[H,wW @s How| [cLs| 1 L CLS [
i t ¢ $ } 1
Image Word Word
Encoder embed embed
: :
It's thin plastic, So I'll cut it with
so it'll be easy a circular
to cut.
o) [MASK]
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Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.



MERLOT:
Multimodal Neural Script Knowledge Models

 The model learns strong temporal reasoning ability and joint video-language
reasoning ability.

Ordering Images from Visual Stories State-of-the-art over various video-language tasks
Spearman Pairwise acc Distance Tasks |Split Vid. Length ActBERT [127] CHpBERTs [67] SOTA MERIOT
1 T \J
iP5 20)9 7(8 )7 (63)8 MSRVTT-QA | Test  Short - 374 41.5(118]  43.1
UNITER [22] 545 7 5:2 :7 15 MSR-VTT-MC | Test Short 88.2 - 88.2 [1%7] 90.9
MERIOT 733 45 198 TGIF-Action | Test  Short : 82.8 82.8[(67]  94.0
TGIF-Transition | Test Short - 87.8 87.8 [67] 96.2
TGIF-Frame QA | Test Short - 60.3 60.3 [67] 69.5
LSMDC-FiB QA | Test Short 48.6 - 48.6 [1 27] 52.9
LSMDC-MC Test Short - - 73.5 [121] 81.7
ActivityNetQA | Test Long - - 38.9 [M] 414
Drama-QA Val Long - - 81.0 [56] 81.4
TVQA Test  Long - - 76.2[56]  78.7
TVQA+ Test ~ Long - - 76.2[56]  80.9
VLEP Test Long - - 67.5 [66] 68.4

Predict future event given historical videos

 Limitation: short temporal span; importance of the temporal ordering loss is unclear.

315
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MERLOT Reserve: Neural Script Knowledge through s =
Vision and Language and Sound I@mﬂ

» Key Idea: Jointly learn script knowledge with video, language and
audio.

while it pops

@ jiggle it

E‘ *jiggling, popcorn
popping*

W, Add a third of a @ Now turn the @ Add a lid, and
cup of popcorn heat on high then

| | |

@ *pouring sound* @ *sizzling* @ *lid clinking*

'MASKed span]
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Recoanition. 2022.



MERLOT Reserve: Neural Script Knowledge through s =
Vision and Language and Sound I@OQ@

» Key objective design: contrastive loss between predicted and
actual representation of the masked audio/text

L

Jf;?"

) :
l! \‘3
lid and
’ then
. g e

\ i : ,
\ i ‘\ . : W
Add a | of a popcorn now add a ‘jiggle it while it pops
third = cup of
whan = ———— A P S " Y
K v bats: & e ] e
y oy v v ¥ ¥ v v

T ———

‘ Joint Encoder
ﬁﬁﬁﬁt ﬁ.t ﬁ,t' ﬁ.t”
turn the heat on high| W J *sizzling* | Q4 J
jiggle it [\ J Yiggling* | Q' J
welcome to my channel Wt'| J *music* |at” J
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MERLOT Reserve: Neural Script Knowledge through I
Vision and Language and Sound

« Audio brings extra supervision and information towards stronger video
understanding and video-language performance.

« Limitation: improvement on learned procedural knowledge may be less

Significant_ Requiring understand procedures of actions/objects
Situated R}asoning (STAR)
(test acc; %)
Action Recognition Model Intcraction [Sequence _ Prediction § Feasibiliy Overall
Kinetics-600 (%) . CllpBERT [* l]
Model Top-1 Top-> Supervised SGTA 39.8 43.6 323 314 36.7
VATT-Base[ ] 80.5 95.5
VATT-Large [?] 83.6 96.6 Random 25.0 25.0 250 25.0 250
_ TimeSFormer-L [9] 822 95.6 CLIP (VIT-B/16) [92] 39.8 40.5 355 36.0 38.0
= Florence [ 125] 87.8 97.8 - an
% MTV-Base [127] 836 961 o CLjIP (BNSOXI?? [92] 399 41.7 36.5 37.0 38.7
2 MTV-Large[122] 854 967 & Just Ask (zS)[127]
MTIV-Huge[122] 396 983 N @ RESERVE-B 444 40.1 38.1 350 394
@ RESERVE-B 88.1 95.8
S : ¥ RESERVE-B (+audio) 44.8 424 38.8 36.2 40.5
5 VE- . . . .
2 GRESERVEL  ota org @ RESERVE-L (+audio) 439 42.6 37.6 336 39.4
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Language models as zero-shot planners: Extracting I
actionable knowledge for embodied agents

» Key |Idea: Large language models learn rich procedural
knowledge and such knowledge could be extracted.

[ Task: Shave
Step 1: Grab razor
Step 2: Switch on razor
Step 3: Put razor on face

Prompt

LTask: Apply lotion

‘ Frozen

[ Pre-Trained Causal LLM I

}

[ Step 1: Squeeze out a glob of lotion ]

Zero-Shot Planning via Causal LLM

[ Step 1: Squeeze out a glob of lotion ]

1 Frozen

| Pre-Trained
Masked LLM |

T

[ Step 1: Pour lotion into right hand ]

A

Translation to Admissible Action

[ Task: Shave
Step 1: Grab razor
Step 2: Wash razor
Step 3: Switch on razor

Prompt

Task: Apply lotion
Step 1: Pour lotion into right hand
| Step 2

. 1 Frozen __
L Pre-Trained Causal LLM J[

Step-By-Step
Autoregressive Generation

Huang, Wenlong, et al. "Language models as zero-shot planners: Extracting actionable knowledge for embodied agents." International Conference on Machine Learning. PMLR, 2022.
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Language models as zero-shot planners: Extracting I
actionable knowledge for embodied agents |

* [mpressive results.
» Challenge: verification; groundability to real-world videos.

GPT-3 175B Translated GPT-3 175B Task: Complete Amazon Turk Surveys
Task: Throw away paper Task: Throw away paper
_ Human _ | Step 1: Walk to home office Step 1: Walk to home office
| Task: Throw away paper - | Step 2: Walk to wastebasket Step 2: Walk to table
Step 1: Walk to home office Step 3: Find wastebasket Step 3: Find table
Step 2: Walk to desk Step 4: Grab wastebasket Step 4: Turn to table
Step 3: Find desk Step 5: Walk to desk Step 5: Find paper
Step 4: Turn to desk Step 6: Drop paper in wastebasket Step 6: Grab paper
Step 5: Find chair Step 7: Walk to trashcan
Step 6: Sit on chair Codex 12B Step 8: Open trashcan
Step 7: Find check Task: Brush teeth Step 9: Put paper on trashcan
Step 8: Grab check Step 1: Walk to bathroom Step 10: Close trashcan
Step 9: Squeeze check Step 2: Walk to sink
Step 10: Stand up Step 3: Find toothbrush Translated Codex 12B
Step 11: Walk to trashcan Step 4: Pick up toothbrush P Tock: Brush teeth

| Step 12: Put check on trashean | § giep 5: Put toothbrush in mouth

Step 6: Move brush around mouth Sten < Oven'd
GPT-2 1.5B for two minutes e el
. Step 7- Spi h d Step 3: Walk to sink
Task: Briish teeth Step 7: Spit out toothpaste an

brush i o Step 4: Put pot on sink
Step 1: Go to bathroom : . r URRINEQ Bl B ek Step 5: Put brush on toothbrush
Step 8: Turn on water in sink and

. A i Step 6: Turn to toothpaste
rinse brush for one minute

Step 9: T p s Step 7: Put toothpaste on toothbrush
SR LUEL OIE WalEE I Sk an Step 8: Put teeth on toothbrush
return brush to cupboard ,

Step 1: Walk to bathroom

|

Grab Milk Close Fridge

Huang, Wenlong, et al. "Language models as zero-shot planners: Extracting actionable knowledge for embodied agents." International Conference on Machine Learning. PMLR, 2022. 320



Summary of Methods Learning Implicit Knowledge

Temporally
Ordered
Data

Implicit
Procedural
Knowledge

Order- Capable
aware

Objectives Models
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Future Challenge: Is there a critical point on scale?

« (Can models learn procedural knowledge with a limited scale?

—eo— LaMDA —a— GPT-3 —4— Gopher —#&— Chinchilla —f@— PalLM

= = = Random

(A) Mod. arithmetic (B) IPA transliterate  (C) Word unscramble (D) Persian QA

50 50 50 50
— 40 40 X 40 X 40
X = = )
< 30 £ 30 € 30 g 30 . e
. - = [ - Many g ability of
2 : = any reasoning ability o
g m g g
< 10 2 10 'Sl U large language models
0F - 0F - - 0 | -e—omem®®. _ . 0 h th d I
1S 120 10*2° 1074 I0lS: 3020 1072 10 101e 1620 1% 10P1 1618 3090 1922 304 emerge wnen e modade
scale is larger than a
(E) TruthfulQA (F) Grounded mappings (G) Multi-task NLU (H) Word in context . . -
70 70 70 70 critical point.
60 60 60 60
X 50 X 50 X 50 X 50 f - -
> 40 :’ > 40 > 40 > 40
< Q Q g
£ 30 £ 30 £30| £ 30
S 20| " TerEa—a"" g 20 S 20 S 20
< < < <
10 10 10 10
0 0 0 0
1020 10?2 10% 0 ag= a4 1020 10?2 10# 1 S 1 S |

Wei, Jason, et al. "Emergent abilities of large language models." arXiv preprint arXiv:2206.07682 (2022).
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Future Challenge: From an instance to a set

« Can models learn from temporally ordered sets of instances?

Here are the NYC zip codes targeted for
new COVID-19 lockdown
By Kate Sheehy Qctober 4, 2020 | 4:16pm | Updated
| —_ tenlp@ﬁﬁi [ p!‘ﬁ=CQﬂditiQﬁ — hiea‘archy Make cheese cake I Sign up for our special edition newsletter to get a daily update on the coronavirus pandemic,
J There are nine COVID-riddled neighborhoods that New York City wants to return to lockdown Wednesday.
Make Crust [
X Amid Ongoing COVID-19 Pandemic, Governor Cuomo Issues
‘ . Executive Order Requiring All People in New York to Wear Masks or ==
Face Coverings in Public '
P h ounq{&\‘/ n-iN béki cool
U :F :7”77 . . . .
oven ol mk - sug FDA Takes Key Action in Fight Against
COVID-19 By Issuing Emergency Use
springform pan Authorization for First COVID-19 Vaccine
Action Follows Thorough Evaluation of Available Safety, Effectiveness, and
Manufacturing Quality Information by FDA Career Scientists, Input from Independent
Current Data Instance ot
Real-world complex task
https://en.wikipedia.org/wiki/COVID-19_pandemic_in_New_York_City#cite_note-48

https://nypost.com/2020/10/04/here-are-the-nyc-zip-codes-targeted-for-new-covid-19-lockdown/
https://www.governor.ny.gov/news/amid-ongoing-covid-19-pandemic-governor-cuomo-issues-executive-order-requiring-all-people-new
https://www.fda.gov/news-events/press-announcements/fda-takes-key-action-fight-against-covid-19-issuing-emergency-use-authorization-first-covid-19 323
https://www.nature.com/articles/d41586-020-02684-9



Take-away Messages

As data Future Challenges:

lll Explicit Knowledge Il "
Towards open-vocabulary;

L ing Procedural
ear?(lrr:gmecjge b — In Models Learning with limited scale;

Interpret but not memorize;

From an instance to a set;

Implicit Knowledge |l Temporal Data + Temporal
Objective + Capable Models

Source
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Overview

Compared to raw data, knowledge is important and useful information.

| language . v4L \
model ~ \_ model

P _ T A
y \‘ / N '
i ] )

Knowledge

\ 4

Factual Knowledge Common Knowledge
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Agenda

Part 1. Language knowledge helps learn better vision models
» Pure vision tasks: object detection, image classification, etc.
« Multimodal tasks with vision signals: VQA, video captioning, etc.

Part 2. Vision knowledge helps learn better language models

 Human learn language by connecting the words to their visual appearance in the
surrounding world.
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Part 1. Language - Vision

* Implicit knowledge from pre-trained Language Models (LM)

« Explicit knowledge from human curated sources (e.g., wiki) or model
generated knowledge (e.g., GPT-3 generated category definitions)

U Concept name: snowberg

-~ b fi-\
/ ‘% Q’z %,;;’g%/ Def wik: None

l lp U-U WURDNE GPT3Query:
‘#, éﬁ w ; Please explain the concept according to the context.

Wiktionary @} Q: ship
Th o
e free dictionary A: A water-borne vessel generally larger than a boat.
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Part 1.1 Implicit Knowledge from Language Models
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Frozen

* Preserve LM ability by freezing it during cross-modal model training.
» Gradient: frozen LM - vision encoder

A small red boat on the water
t ot o+t bt
f 0 Language Model 7B auto-
Self Attention Layers diblezel regressive LM
A A A A A A A A A
Visual , L\,
prompts l A A A A A A A
Y4 vision || Y0 Language Model
ResNet-50 ' Encoder Text Embedder g
A small red boat on the water

330
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Frozen

« Few-shot multimodal in-context learning after trained on 3M image-text pairs.

Model Completion

This person is

like . his pexsoni I ‘ @. <EO0S>

is like % ‘

This person is
like &.

Model Completion

This was invented : ; 8 X ‘ i
by Zacharias This was invented by This was N the Wright
Thomas Edison. . invented by | brothers. <E0S>
Janssen. w V| Wiki
E-; = -
e knowledge
: L e — Model Completion
= With one of these I With one of these I can
vy can drive around a take off from a city and \"_ - With one of ‘ _break into a secure
o track, overtaking ; fly across the sky to these T can | building, unlock the door
other cars and taking somewhere on the other . . L/ ‘ and walk right in <EOS>

corners at speed side of the world

A

* Reasonably good zero/few-shot performance, but still underperform SOTA: limited multimodal data?
(3M); LM is relatively small? (7B)

n-shot Acc. | n=0 | n=1 | n=4 | 7 n-shot Acc. | n=0 | n=1 | n=4 | 7
Frozen 295 [ 357 | 382 | X Frozen 59 197 1126 | X
Frozen gcatch 00 | 00 | 00 | X Frozen 400mim 40 | 59 | 66 | X
Frozen gpetuned 240 | 282 | 292 | X Frozen gnetuned 42 | 4.1 46 | X
VQAV2  Frozen uainmina || 262 | 335 | 333 | X OKVQA  Frozen wainpina | 33 | 72 | 00 | X Large gap w/
Frozen voa 484 | - = | & Frozen voa 196 | - = X SOTA
Frozen vqa-piina || 39.1 - - v Frozen yqa-piina || 12.5 - - X
Oscar [23] | 38| - | - |V MAVEx [42] |[|394 | - | - |V
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Flamingo

 Afrozen 70B pre-trained LM + a frozen pre-trained ResNet.
Trained w/ image/video-text pairs, along with interleaved image-text data (M3W), which is important for in-

context learning.

/\
(™ Output: text
. Pretrained and frozen & . .
This is an A kid
doing a

Trained from scratch a very serious cat. image of a
kickflip.

during Flamingo training Ed Flamingo 4 N
| . e J .
Image-Text Pairs dataset Video-Text Pairs dataset

Perceiver :ercei\ller ; n-th GATED XATTN-DENSE
Resampler esampler . [N=1, T=1, H, W, C] [N=1, T>1, H, W, C]
' ALIGN: 1.8B + .
i : VTP: 27M videos
LTIP: 312M images
1st GATED XATTN-DENSE r - B
Processed text Welcome This is a This is a
<image> This is a very cute dog. <image> This is to _my picture of picture of
website! my dog. my cat.
Input: text and visual wb i
data interleaved L J
g Thisite o very. cite dog: This Te Multi-Modal Massive Web (M3 W) dataset
[N>1, T=1, H, W, C]
Visual data L
processing . M3W: 43M webpages (185M images)
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Flamingo

« Left: larger model works better; more in-context examples helps. SotA Comparison

- Right: thanks to larger model and more training data, he model NeXtQA—

achieves comparable or better results than SOTA on multiple tasks. L :;C(’)i L.
ick30K - e

STAR A 107%][)] 115%

MSVDQA - 73% ] 109%
1
100.0% A OKVQA + 80%- 106%
—8— Flamingo 80B HatefulMemes - 88%] 193%

Flamingo 9B VizWiz
Flamingo 3B VATEX
VQAV?2 - 48% | 84% |

COCO 1 22% —

90.0% -

80.0% -

Flamingo (80B)
32 shots

( VisDial -@_ Previous
o/ - [ zero/few-shot
00%] rexevon NGO Son
0O 4 8 16 32 MSRVTTQA{  41%[166%
Number of shots YouCook2 {1029

0% 50% 100% 150%

relative to SOTA

Aggregated performance

Performance relative to Fine-Tuned SotA
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Flamingo

- Left: larger model works better; more in-context examples helps. SotA Comparison

- Right: thanks to larger model and more training data, he model NeXtQA—

: - ivoa {34% [N I2878]
achieves comparable or better results than SOTA on multiple tasks. " I'(;)K
ick30K I oe
STAR - 107%][)] 115%
MSVDQA - 73% ] 109%
S 100.0% - OKVQA - 80% [l 106%
C 1
g < —&— Flamingo 80B HatefulMemes - 88%[] 193%
5 |c_> o Flamingo 9B VizWiz i
SR 90.0% - . !
d o Flamingo 3B VATEX :
o + !
B0 VQAV2 - 48% [ea%] !
o/, :
g8 0% g 4208
? o ‘ VisDial {15%[ 5% | Previous
s 1001 . . Tecvos eSS
= 0 4 8 16 32 MSRVITQA | 41%[66H |
Number of shots YouCook2 {1029 ;
0:% 5(;% 10'0% 15I0%
: - : Perf lati ine-T
Expensive! The 80 model has 10B trainable parameters and is erformance relative to Fine-Tuned SotA
trained with 1536 TPUv4 chips for 15 days.
334
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BLIP-2, Learning w/ Frozen LLM

« Architecture: frozen image encoder + a light-weight Q-Former + frozen LLM

« Two stage training:
- Stage 1 vision-language representation learning: image-text contrastive & matching, image captioning
- Stage 2 vision-language generative learning: generate text conditioned on image

- Q-Former: BERT-base, using learned query vectors with cross-attention to extract visual info.

Vision-and-Language
Representation Learning

Vision-to-Language
Generative Learning

Image Q-Former |
- Querying Transforme Write a romantic message
¥ ¥ that goes along this photo.

Love is like a sunset, it’s
hard to see it coming but
when it does it’s so beautiful.

(oo-oo)  Text

Bootstrapping Pre-trained
Image Models

Bootstrapping Pre-trained

l Encoder
E Large Language Models (LLMs)

|
|
[}
[}
|
|
Queries |
|
|
[}
|
|
[}
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BLIP-2, Learning w/ Frozen LLM

Architecture: frozen image encoder + a light-weight Q-Former + frozen LLM

Two stage training:
- Stage 1 vision-language representation learning: image-text contrastive & matching, image captioning
- Stage 2 vision-language generative learning: generate text conditioned on image

Q-Former: BERT-base, using learned query vectors with cross-attention to extract visual info.

Trained on 129M image-text pairs

: Visual Question Answering Image Captioning Image-Text Retrieval
Models iTrrarlr‘:able Opern' 1 VQAV?2 (test-dev) NoCaps (val) Flickr (test)
arams - soureed: VQA acc. CIDEr SPICE TR@I R@]1
BLIP (Li et al., 2022) 583M v - 113.2 14.8 96.7 86.7
SimVLM (Wang et al., 2021b) 1.4B X - 112.2 - - -
BEIT-3 (Wang et al., 2022b) 1.9B X - - - 94.9 81.5
( Flamingo (Alayrac et al., 2022) 10.2B X 56.3 ] - - - -
| BLIP-2 188M v 65.0 | 12,6 158  97.6 89.7

Results on zero-shot vision-language tasks.
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BLIP-2: Bootstrapping Language-lmage Pre-training with Frozen Image Encoders and Large Language Models, Li et al, arXiv 2023



InstructBLIP

« Architecture: same as BLIP-2, except instruction text is added to Q-Former for instruction-aware visual
feature extraction

« Training: BLIP-2 pre-training + Instruction Finetuning on 13 held-in datasets

« Evaluation: on both held-in and held-out datasets

Queries Instruction
[DD;DD][DD;DD] ///7EQ-F0rmer [D OO D] i
( | ; |
Q-Former } | ( )
- | :
CEE L a
v Vo :
Fully ‘\\ i Self Attention i
Connected Vo A A |
Input Image v Instruction L [D (] | (] D] | i
[D OO D][D O[] D] L [DD DD] :
Choose the correct option to the ¢ ¢ L Image ) 1 ] !
following question: which picture | Embeddings Queries nstruction !
A RN ’

shows the pizza inside the over?
Options: (a) left one (b) right one.
Answer:

Instruction Response

InstructBLIP Model Overview 337

InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning, Dai et al, arXiv 2023



a2 Q1

InstructBLIP: Instruction Tuning vs. Multi-task I

* |nstruction tuned model excels in unseen datasets and tasks

Strategy Template (use VQAv2 dataset as an example)

Instruction * <image> Question: {question} Short answer:
Tuning « <image> What is the answer to the following question? {question}
* <image> Based on the image, respond to this question with a short answer: {Question}. Answer:

Multi-task » Plain text: {image} {question} > {answer}
« Dataset Name: {image} [Visual question answering:VQAv2] {question} - {answer}

(" Train w/ Plain Input 46.3 925
u Eval w/ Instruction
& )
o 4 Train w/ Dataset Name 455 89.0
= Eval w/ Instruction

_ Eval w/ Dataset Name

InstructBLIP 52.9 93.8
40 45 50 55 60 75 90 105
Held-out Avg. Held-in Avg. 338

InstructBLIP: Towards General-purpose Vision-Language Models with Instruction Tuning, Dai et al, arXiv 2023



The method discussed above all require additional

multi-modal pre-training, however, it is very expensive
for LLMs. Is there an alternative way to utilize
knowledge in LLMs?
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PICa for few-shot knowledge-based VQA

- Summarize image info in text form with an image-to-text model, and prompt GPT-3 to get an answer.
* Image QA problem is converted into a text QA problem.
« Implicit GPT-3 knowledge <-> previous approaches explicitly query external knowledge
* Few-shot w/o parameter update.

32 degrees <EOS>

Frozen GPT-3
Input prompt to GPT-3
: k Context: A large sandwich on a N /Context: A plate of food is h ::2:;’:9 iﬁ?ﬁi!‘i z;:)emsetandlng o
Please answer the question 4+ Pplate witr? pickles. served f;ontaining toast, soup, + || GFbreilas As Shows.
according to the above context. Q: What is the largest us "*** | and a pickle. Q: What is the warmest outdoor
restaurant chain that sells this Q: What is the green vegetable te.m STttt which this kind of
: item? A: subway ) \on this plate called? A: pickle weaFt)her can happen? A:

f f

Offline Image-to-Text e.g., image captioning model

i

Prompt head In-context exame 1 In-context example n res ing qutio

340
An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VQA, Yang et al, AAAI 2022



PICa for few-shot knowledge-based VQA

» Works better than fine-tuned models that use explicit wiki knowledge.

Method Image Repr. Knowledge Resources Few-shot || Accuracy
MUTAN+AN (Ben-Younes et al. 2017) Feature Emb.  Wikipedia X 27.8
Mucko (Zhuetal.2020)0 @ Feature Emb.  Dense Captions X 29.2
ConceptBert (Garderes et al. 2020) Feature Emb.  ConceptNet X 33.7
ViLBERT (Lu et al. 2019) Feature Emb.  None X 35.2
OKVQA  KRISP (Marino et al. 2021) Feature Emb.  Wikipedia + ConceptNet X 38.9
MAVEXx (Wu et al. 12021} | Feature Emb.  Wikipedia + ConceptNet + Google Images X 394
Frozen (Tsimpoukelli et al. 2021) Feature Emb.  Language Model (7B) v 12.6
PICa-Base Caption GPT-3 (175B) v 42.0
PICa-Base Caption+Tags GPT-3 (175B) v 43.3
PICa-Full Caption GPT-3 (175B) v 46.9
PICa-Full Caption+Tags GPT-3 (175B) v 48.0

» A core issue: image-to-text models are not perfect, it will cause information loss.

(e) What color is the
man's jacket?
Context: A man flying
through the air while riding
a snowboard.
Answer: black
GT Answer: [red, 'red', 'red',
‘orange’, 'red', 'red', 'red’, 'red',
red’, 'red']

Acc.: 0.0

An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VQA, Yang et al, AAAI 2022

(f) How many giraffes are

there?

Context: A herd of giraffe
standing next to a wooden

fence.
Answer: 3

GT Answer: [6','6','8', '6', '8',

161, 16l, l7l’ l8l’ |7l]

Acc.: 0.0
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VidIL: LLM video + language learning

» Generate frame-level info at various granularity, and put them in a temporal aware prompt for LLM.

Sampled Frames

Sparse
Sampling

Input Speech

Objects 1 Events]Attributesj ]

Semantic Role Labeling —»/ FrmN: shoe care, adhesive bandage, snakebite ...

Frame Caption

Image- .
—» Language e
Model Tokenization

Frm1: bath caddy, bath toy, toy chest, push & pull toy ...

: : —» Visual Token Level
Frm2: adhesive bandage, band-aid, bady & toddler shoe ... )

Frame Caption )

Image- Generation Frm1: a toddler playing in a bathtub filled with toys
Language nd Filterin Frm2: a toddler playing in a bathtub with toys > Frame Level
Model 4 Hering | £rma: <fittered out>
| FrmN: a boy sitting on the floor with his foot in a toilet

( J Task: Video Captioning L Task: Video Question Answering h
" Task  |Generate avideo caption based on the objects, | [ Answer the question based on the objects, events,
iInstruction ! | events, subtitle and frame captions. Example: | | subtitle and frame captions. Example:
N ve oo o0, o0 on 08P N - / 2
f :E Objects: First, bath toy. Then, toddler. After that, adhesive bandage ... v,
! Few-shot 3; Events: First, playing with bare feet. Then, child wearing sandal ... Video Level W,
E Confaxt :s Attributes: First, red toy. Then, diaper changing. After that, band aids ...
; 1; Frame Captions: First, a toddler playing in a bathtub filled with toys. Then, a toddler playing in a
: ;: bathtub with toys. Finally, a boy sitting on the floor with his foot in a toilet

"""" » | Subtitle: <ASR Transcript> VY

:— -i'a-zs-lg i -EE ‘/Video Caption: ‘ ( Question: what is a little kid playing in with his toys?\

. Query <example caption> or None | |Answer: <example answer> or None )
e B ! L ¥ J
Language Model

e A 2 v

E Target :' ‘a boy in the tub with toys and ‘ Output bathtub Output

' Output ' | one getting his foot bandaged Caption Answer 1
(- %

Temporal-Aware Few-shot Prompt

Language Models with Image Descriptors are Strong Few-Shot Video-Language Learners, Wang et al, NeurlPS 2022
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Socratic: Composing Multi-modality w/ LLM I GLQOQ@

* A modular framework in which multiple pretrained models may be composed zero-shot through
language without training.

Internet
Data

Visual LMs

Fictional novels |anguage e pixels

Test questions

Images

Spreadsheets

Visual LM

Captions

Large Language Models (LMs)
language < language

Videos
Code

Audio LMs
language < audio

Dialogue & Q&A

I am in a: staircase. I see LM + Audio LM
a: stairs, animal, mammal,

hamster, human leg. 1nk
I hear footsteps: :
climbing. ary: I am most

L~ . likely climbing a staircase
L AVAR csomvnr - (@ People <~ /exc' Robotics d y h gf T~ LM
language « assistance ¢ language «» intent \ ==/ language « affordances and I may hear footsteps.

Screenplays

LM + Visual LM

Summarize ego-centric videos.
343
Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language, Zeng et al, ICLR 2023



Socratic: Composing Multi-modality w/ LLM I »

[ naloN

—

=

« The model works well on vision-language Method BLEU-4 METEOR CIDEr SPICE ROUGE-L
tasks such as image captioning, it can “ClipCap [45] 407 304 1524 252  60.9
also parse & generate robot instructions TMAGIC [61] 11.4 164 562 113 39.0
COCO
from free form human language. ZeroCap [62] 00 88 180 56 183  Caiione
SMs 0-shot (ours) 6.9 15.0 445 10.1 34.1
: . SMs 3-shot (ours) 18.3 18.8 76.3 14.8 43.7
Human defines when to use which model.
*finetuned on full training set with image-text pairs.
Tfinetuned on unpaired training set, zero-shot on image-text pairs.
objects = ["green block”, "blue block", "yellow block"”, "green
. | bowl”, "blue bowl”, "yellow bowl"]
Visual LM # move all the blocks to different corners.
Step 1. robot.pick_and_place("green block”, "top left corner")
User ”_————“——' Step 2. robot.pick_and_place(”blue block”, "top right corner”)
Instruction Step 3. robot.pick_and_place("yellow block”, "bottom left corner”)
# now move the blue block to the middle.
Step 1. robot.pick_and_place(”blue block”, "middle")
# stack the blocks on top of each other. VLM input
LM Step 1. robot.pick_and_place("yellow block”, "blue block")
Step 2. robot.pick_and_place(”"green block”, "yellow block")
# wait actually undo that last step.
Step 1. robot.pick_and_place("green block"”, "top left corner”)
# put the yellow block in the bowl you think it best fits.
Step 1. robot.pick_and_place("yellow block”, "yellow bowl")
# ok now sort the remaining blocks in the same way.
Step 1. robot.pick_and_place(”"blue block”, "blue bowl")
Step 2. robot.pick_and_place("green block”, "green bowl") inftial state Aﬁm”wahacum"yundo'nh
- 344

Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language, Zeng et al, ICLR 2023



Visual ChatGPT, ViperGPT, ...

Visual Foundation Models
C‘ 4-’»

e

BLIP Stable  piapix

'J

« Visual ChatGPT defines a few system
principles, and give ChatGPT the autonomy
execute actions:

» System definition.

» Define name & usage of vision models.

» Chain-of-Thought.

» Be strict about filename.

* Regex to parse executable actions from
language.

Diffusion
>

ControlNet Detection

Visual ChatGPT is very flexible, as the LLM
controls when to use which foundation
models, instead of human.

Iterative Reasoning

vy -

* More general tool learning framework
* ViperGPT uses generated Python code to
compose pre-defined APIs. Architecture of Visual ChatGPT
« AutoGPT, New Bing, Bard, ...

Visual ChatGPT: Talking, Drawing and Editing with Visual Foundation Models, Wu et al, arXiv 2023 345
ViperGPT: Visual Inference via Python Execution for Reasoning, Suris et al, arXiv 2023
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LLM for ZS multi-modal learning: Pros/Cons X

Pros
» It provides an efficient way to utilize foundation models of different modalities, no extra training required.
» The approaches are modular: new modules can be seamlessly plugged into the framework.

Cons
» Modality specific models are not perfect, there will be info loss when converted into text.
» The lower performance vs. e2e trained Flamingo model might partly due to this info loss.

(f) How many giraffes are
there?

Context: A herd of giraffe
standing next to a wooden

(e) What color is the
man's jacket?

Context: A man flying
through the air while riding

a snowboard. fence.

Answer: black Answer: 3

GT Answer: [red', 'red', 'red’, GT Answer: 6, '6', '8', '6', '8',
‘orange’, 'red', 'red’, 'red’, 'red’, '6','6','7",'8'",'7"]

red’, 'red']

Acc.: 0.0 Acc.: 0.0

Failure cases from the PICa model.
346

An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VQA, Yang et al, AAAI 2022
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The use of implicit knowledge from pre-trained LMs
shows strong zero-shot performance for multi-modal
tasks, however, they are hard to interpret. Is there a
more interpretable way of using language knowledge?
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Part 1.2 Explicit Knowledge from Language
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K-LITE

/1 Sashimi

)

« External knowledge is
useful to help the model

A dish consisting of
thin slices or pieces of

understand rare concepts. raw fish or meat.

S J

Original © Query Knowledge WURD NET; L
Dataset Construction Acquisition
V21755

© ©® L
N,

Image Language Knowledge \%@l‘

| |
Language-Image Learning @ Concat Language & Knowledge

| |
Knowledge-Augmented Language-Image Learning

Wiktionary

K-LITE:

Learning Transferable Visual Models with External Knowledge, Shen et al., NeurlPS 2022

A ball-shaped Japanese
dumpling made of batter,
filled with diced octopus,
tempura scraps, pickled
\ginger, and green onion.

J

* a photo of sashimi,
« a photo of takoyaki,

« a photo of sashimi. A
dish consisting of
slices or ....

» a photo of takoyaki, a
ball-shaped Japanese
dumpling...
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K-LITE

* Orange: knowledge improves zero-shot performance on 16/20 image classification datasets.

Knowledge coverage [0 Concept overlap with knowledge [ 1 Orignal concept overlap m Performance gain with knowledge]

i L 100 __
X
80 - 80 o
= 604 = :;J
©
5 40 il ¢
o o
Y 20 e g
N 1.81 !1_.09 +0.43 |£0.19 +0.16 0 S
v o
")& o
&
(o)
A Elngllsh r;na:gold: A’“é °If tZeIOId )":‘°"d / Lobster bisque: A thick creamy soup
plants, o TI e genusdd? :"ﬂ ula, wit made from fish, shellfish, meat or
orange, yellow or reddish flowers. vegetables.
@ Wallflower: Any of several short-lived ' (% Hot and sour soup: jA‘"y one of stev.eral
herbs or shrubs of the Erysimum genus : soups, served in various Asian cuisines,
with bright yellow to red flowers. which are; both spicyiand sour
- 350

K-LITE: Learning Transferable Visual Models with External Knowledge, Shen et al., NeurlPS 2022



ELEVATER

« Same K-LITE model, but with GPT-3 knowledge
 GPT-3 knowledge improves ZS image classification and object detection. More is better.
« GPT-3 + wiki is often better for image classification, but not for object detection.

’d Concept name: snowberg
%g Def_wik: None 13.50
GPT3 Query: 34.00 1 o O
13.14 TorT On -6 G e e
Please explain the concept according to the context. O O O 8 Wiki Only ™0 o) o
e | S—— e LT _153. 73 |
=== o 3344 TovikT oy 1 3350 . ®
Q: shi L rd 33.3 < O~ Wiki-and-GPT3
g S 33.001 =
A: A water-borne vessel generally larger than a boat. @ g 5 93 O Wiki-and-GPT3 0~ GPT3 Ohly
- O GPT3 Only 12.00+ SERB:ET B |
i - |Baesline (UnicL) | | | Baesline (GLIP)
A: A closed container for liquids or gases. 27.15 . . . | | K B et e miihiim: S o N
=== 2 3 4 5 2 3 4 D
# GPT-3 Knowledge # GPT-3 Knowledge
Q: snowberg . " . :
A (a) Image classification (b) Object detection
GPT3 Answer: A large mass of ice floating in the sea.
Zero-shot performance
351

ELEVATER: A Benchmark and Toolkit for Evaluating Language-Augmented Visual Models, NeurlPS 2022



Vision - Language

Could vision knowledge help learn language?
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Humans learn language by listening, speaking
Look! This is a “cat”!

“ButterCup”, cat photo credit to Xiaoyu Xiang
How children learn the meanings of words. Paul Bloom. 2002. MIT press. 353
Vokenization: Improving Language Understanding with Contextualized, Visual-Grounded Supervision, Tan et al., EMNLP 2020



Vokenization: LM w/ Vision Supervision

» Besides standard Masked Language Modeling (MLM), the LM is also trained w/ a voken classification
task, by assigning each text token into one of the images (vokens) in the pool.

» Vokens are pre-defined, and are obtained by using a pre-trained image-text retrieval model

I | 1 1
1 1 1 1

I I I I
1 1 1 1

T S ———

Masked Language Model Voken Classification Task
N Masked Tokens /" Vokens (Token-Related Images) s
|
I —_— o —_—
] o] . LLTTY
A A 'y A A : : " 4
1 I 1 1 1 I | [ 1 1 1 1
] | ! T
1 | ! |
BERT Transformer Model : : Vokenization : : BERT Transformer Model
Y U
1 i ! |
i | 1
1

Humans learn language by

humans || [MASK] ||language by [MASK] || speaking . . 2
listening, speaking ... |
\

humans || [MASK] ([ language by [MASK] || speaking

- e e e — e —
T e e e e e e e e e e

\ Language Input

e e e e e . e - - —

\ I
~
e

\ Language Input p

—— e e e e e e — ——
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Vokenization: LM w/ Vision Supervision
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» Voken classification task improves LM performance on a wide range of pure-language tasks.
» This conclusion holds for both BERT and RoBERTa.

Method SST-2 QNLI QQP MNLI SQuADvl.l SQuADv2.0 SWAG Avg.
BERT¢1 /5120 88.0 852 &7.1 779 71.3/80.2 57.2/60.8 56.2 75.6
BERT¢1 /5120 + Voken-cls 89.7 85.0 873 78.6 71.5/80.2 61.3/64.6 58.2 76.8
BERT 51/768H 893 879 832 794 77.0/853 67.7/71.1 657 794
BERT12L/768H + Voken-cls 92.2 88.6 88.6 82.6 78.8/86.7 68.1/71.2 70.6 82.1
RoBERTag; /5121 87.8 824 852 731 50.9/61.9 49.6/52.77 55.1 70.2
RoBERTag; 5120 + Voken-cls  87.8 85.1 853 76.5 55.0/66.4 50.9/54.1 60.0 72.6
RoBERTa 171 /7681 89.2 875 862 79.0 70.2/79.9 59.2/63.1 652 77.6
RoBERTa 191 /768y + Voken-cls  90.5 89.2 87.8 81.0 73.0/82.5 65.9/69.3 704 80.6

Vokenization: Improving Language Understanding with Contextualized, Visual-Grounded Supervision, Tan et al., EMNLP 2020
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VidLanKD: LM w/ Video-Distilled Knowledge E¢ 'S20QLl

» Vokenization suffers from approximation error of using finite image labels + the lack of vocabulary
diversity of a small image-text dataset (COCO).

« VidLanKD improves it by (1) using knowledge distillation instead of discrete vokenization to avoid
approximation error; (2) using a large-scale video-language dataset HowTo100M.

(a) Cross-modal Pretraining (b) Knowledge Distillation
(" Multi-modal Dataset (D, ) ) 4 Text Dataset (D) )

\E ' puttlng in the pan ... Use language was produced during the empire's reign (973—
your spatula to get the olive 1200) in present-day India. Kannada literature from this
N ' == ' IO  oil all the way around .. period, usually considered Old Kannada, ...

\_ Video Text ) \_ )
Distillation
* Freeze *

. Y
Teacher LM | - - 272 _, | TeacherLM | = | Student LM

P — - Season the eggs before A large body of Western Chalukya literature in the Kannada

356
VIDLANKD: Improving Language Understanding via Video-Distilled Knowledge Transfer, Tang et al., NeurIlPS 2021



VidLanKD: LM w/ Video-Distilled Knowledge E¢ 'S20QLl

» The teacher LM is trained with (a) video-language ftriplet loss; + (b) masked language modeling

(a) Video-Language Contrastive Learning

Triplet Margin Loss

Average Pool f

J 0 0 0
t 1 t 1

hU

Teacher Visual Encoder

+

[

Positive pa|r/ \

— Pull

=
ik

Teacher
LM

l
[

— Push

Negative pay' \

!/

-0
t 4

t 1t t 1t
] 0 0 O
Video frame features

B

Paired caption

X

Teacher
LM

R

Random caption

I/

X

(b) Masked Language Modeling

Negative
Log-likelihood

0 00
t 1

1

Teacher LM

ttt t11
J00--00C

xmasked
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VidLanKD: LM w/ Video-Distilled Knowledge IGQOQ@

» The student LM is trained with (a) knowledge distillation; + (b) masked language modeling

(a) Knowledge Distillation (b) Masked Language Modeling

KD Objectives
(NST + CRD)

Negative
Log-likelihood

t t 1

N
00 - 0 O 0 O
t 1 t + t t ° ot 1

Teacher Language Model
(frozen)

Student Language Model Student Language Model

R 7

Same Input Text

ttt t1t1
| C

1 t 1

Masked Text
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VidLanKD: LM w/ Video-Distilled Knowledge E¢ 'S20QLl

» Cross-modal KD (last 2 rows) achieves better performance than image vokenization.

SST-2 QNLI QQP MNLI SQuADvI.l1 SQuADv2.0 SWAG Avg.

Acc  Acc  Acc  Acc EMT EM Acc
BERT 1 /7631 [68] 89.3 879 832 794 717.0 67.7 65.7 78.6
+ KD (Img-Voken) [68] 922 88.6  88.6 82.6 78.8 68.1 70.6 81.4
BERT 71 /7681 89.0 88.0 862 79.2 1T 68.0 65.0 78.9
+ KD (Vid-Voken) w/ ResNet 934 89.2  88.7 83.0 78.9 68.7 70.0 81.7
+ KD (Vid-Voken) w/ CLIP 94.1 898 890 839 79.2 68.6 71.6 82.3
+ KD (NST+CRD) w/ ResNet ~ 94.2 89.3 89.7 84.0 79.0 68.9 71.8 82.4
+ KD (NST+CRD) w/ CLIP 94.5 890.6 898 84.2 79.6 68.7 72.0  82.6
» Performance gain is mostly from knowledge, physical interaction, & temporal reasoning
GLUE dlagHOStICN T PIQA }{A ACIE
Lexicon Predicate Logic Knowledge
BERTg; /5121 53.0 64.2 44.5 44.0 56.9 63.4

+ KD-NST 533 (+0.3) 63.7(-0.5) 44.8(+0.3) 48.6(+4.6) 60.0(+3.1) 66.7 (+3.3)

PIQA: QA w/ physical interactions + commonsense reasoning
TRACIE: a temporal reasoning benchmark
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VIDLANKD: Improving Language Understanding via Video-Distilled Knowledge Transfer, Tang et al., NeurIlPS 2021



Future Work

» How to better bridge LLM and other modalities?
» Is frozen LLM the best approach?

() Output: text
. Pretrained and frozen ‘

Trained from scratch

during Flamingo training ¢
| — *

————

Percei\{er :erceiier n-th GATED XATTN-DENSE
Resampler esampler

a very serious cat. ‘ e et e e i it |
Vision-and-Language Vision-to-Language
Representation Learning Generative Learning

%

i

I !

I !

I L

I v

I L

I L

: ! !

! i I

: ! ¥

L e e W [ oFomer 1
| —

A Encoder Querying Transformer| | !

| "

| i

| i

| i

| i

| i

| i

| i

| : :

|
I
]
]
]
I
]
]
]
]
]
:
]
Write a romantic message |
]
[}
[}
I
[}
[}
[}
[}
[}
[}
[}
I
I
[}
[}

1st GATED XATTN-DENSE I I that goes along this photo.
Love is like a sunset, it’s
Processed text __ )
ikimage> This is a very cute dog. <image> This is - D - TeXt hard t? see it .Coming bUt,
Queries when it does it’s so beautiful.
devn intoriomved Bootstrapping Pre-trained Bootstrapping Pre-trained
. . Image Models Large Language Models (LLMs)
| This is a very cute dog. This is g S I
Visual data L

processing 4

Flamingo BLIP-2
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Future Work

» How to better bridge LLM and other modalities?
» Is frozen LLM the best approach?
» If more than one modalities are needed, how to better model them together?

. ) r;) Output: text
Pretrained and frozen
Trained from scratch a very serious cat. ‘ sttty ;T T T T T T T T oo T oo TS T T T T !
EAr g E SR o ainh : i Vision-and-Language X Vision-to-Language :
| . . . . |
| * ! Representation Learning i | Generative Learning !
| 0 |
Perceiver Perceiver n-th GATED XATTN-DENSE : Ll :
Resampler Resampler ] | 5%% X |
- ! 1 !
| | I
— ' Q-Former n : .
| image e i L Writ tic message |
@ Encoder Querying Transformer| | | rite a romantic message |
1st GATED XATTN-DENSE : I I L that goes along this photo. |
! 1) 1
1 o (R s 1
Processed text : OO0 DO Text i ! Love is like a sunsgt, it’s !
<image> This is a very cute dog. <image> This is | | : hard o see it coming but |
i 4 o i ! Queries L when it does it’s so beautiful.
. i I . . | . . ]
devn intortomved ' Bootstrapping Pre-trained || Bootstrapping Pre-trained :
| 1 |
| 1 |

ﬂ o Image Models Large Language Models (LLMs)
This is a very cute dog. This is g S |

Visual data L
4

processing

Flamingo BLIP-2
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Future Work

» Using vision (image or video) supervision has shown some early success.

1000

GPT-3 (175GB)

100

Megatron-LM (8.3B)
Turing-NLG (17.2B)

10

GPT-2 (1.5B)

Model Size (in billions of parameters)

BERT-Large (340M)
0.1

BERT-Base (110M)

ELMo (94M)

0.01
2018 2019 2020 2021

Figure credit to Julien Simon, https://huggingface.co/blog/large-language-models

Megatron-Turing NLG (5308)«  Bidirectional LM only, casual LM is not

explored.
« Small model (up to 110M BERT-base),
vs., 175B GPT-3

* How about using other modalities
(audio) as supervision?

2022
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Take-way Messages

L => V: Implicit
Knowledge

L = V: Explicit
Knowledge

V2>L

A

—

* Preserves the in-context learning ability of LM.

« Larger LM is better, the same as pure language tasks.

* They are quite general and are applicable to a wide
range of tasks.

Training vision model
w/ frozen LM

Convert multimodal * Allof above. , o .
e aive « Computation efficient: no finetuning is required.

* Inherently modular, easy to update individual modules.
« May suffer info loss when during the conversion to text.

Human curated (e.g., wordnet) or LLM (GPT-3) improves image classification and
object detection, especially these with rare concepts.

Vision knowledge via vokenization or distillation improves LMs, especially for
physical and commonsense knowledge, and temporal reasoning.

Efficient learning with LLM

Scaling-up vision supervised LMs
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Thanks!

364



ZIERN 5
AR A
/SN {(
ElZE3=EE))7
L\S\ B ]
917) Zes _”5 i
185\

Jun 2023 9:00-12:30
CVPR Tutorials
East 8, Vancouver Convention Center

Knowledge-Driven Vision-Language Encoding

Panel 1: Explicit Knowledge vs Implicit Knowledge

What is the appropriate format of knowledge representation?

Does explicit knowledge still have value in the era of large models?

™
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Mohit Bansal Carl Vond.rick Xudong Lin Jie Lei Manling Li
UNC Columbia Columbia Meta Al UIUC
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Jun 2023 9:00-12:30
CVPR Tutorials
East 8, Vancouver Convention Center

Knowledge-Driven Vision-Language Encoding
Panel 2: LLMs for Multimodality

What can we borrow from Large Language Models (LLMs)?

v R/
Mohit Bansal Carl Vond.rick Xudong Lin Jie Lei Manling Li
UNC Columbia Columbia Meta Al UIUC
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Jun 2023 9:00-12:30
CVPR Tutorials
East 8, Vancouver Convention Center

Knowledge-Driven Vision-Language Encoding

Panel 3: Image vs Video vs Audio vs Embodied Al

What is the bottleneck for each single modality?

What is the bottleneck to bring multiple modalities together?

X \ f
Mohit Bansal Carl Vondrick Xudong Lin Jie Lei Manling Li

UNC Columbia Columbia Meta Al UIUC
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CVPR Tutorials
East 8, Vancouver Convention Center

Knowledge-Driven Vision-Language Encoding

Panel 4: Open Challenges

What is the recommended thesis topic for next few years?
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Mohit Bansal Carl Vond.rick Xudong Lin Jie Lei Manling Li
UNC Columbia Columbia Meta Al UIUC




