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Factual Knowledge
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Compared to raw data, knowledge is important and useful information.



Adding knowledge to pretraining models
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What is factual knowledge?
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• Multimedia Knowledge Base with entities, relations and events.

Prince William

KB

Flag

Contact.Meet_Participant

The first-ever official visit by a British royal to Israel is underway. Prince William the 36 year-old Duke of Cambridge and second in
line to the throne will meet with both Israeli and Palestinian leaders over the next three days.

event entity

entity: GPE entity: PER event

Israel

visit
Prince 
William



Goal: A joint representation of text and vision knowledge
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An Image is Worth 16x16 Words
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The simplest way is to split an image into patches



Unified Model: Pix2Seq

Another way is to treat pixels as tokens.



Adding knowledge to pretraining models
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Entity Knowledge

• Object Detection: Object instances at the bounding box level
• Semantic Segmentation: Object class at the pixel level
• Instance Segmentation: Object instances at the pixel level

11https://www.v7labs.com/blog/object-detection-guide



The way to obtain entity knowledge: Object Extraction

■ Two-Stage (With Proposal)

12

Ren, S., He, K., Girshick, R., & Sun, J. Faster r-cnn: Towards real-time object detection with region proposal networks. NeurIPS 2015.

Faster RCNN Mask RCNN

■ One-Stage (Without Proposal)

Redmon, Joseph, et al. "You only look once: Unified, real-time object detection." CVPR 2016.

YOLO

SSD

He, Kaiming, et al. "Mask r-cnn." CVPR 2017.

Liu, Wei, et al. "Ssd: Single shot multibox detector." ECCV 2016.



Adding objects to V+L Pretraining
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Objects are used to better mask the regions.



Adding knowledge to pretraining models
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Oscar [ECCV 2020] and VinVL [CVPR 2021]

• Object knowledge is richer.
• Add object label knowledge as anchor points

15Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks, ECCV 2020 
VinVL: Making Visual Representations Matter in Vision-Language Models. CVPR 2021



Soft Prompt Entity Knowledge [CVPR2022]

• [Align and Prompt 2021] Align and Prompt: Video-and-Language Pre-training with 

Entity Prompts

• Adding regional entity prediction task

image source: Align and Prompt: Video-and-Language Pre-training with Entity Prompts

previous work rely on object detectors with expensive 
computation and limited object categories

Individually pre-trained with 
Video-Text Contrastive loss

16
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ERINE-ViL [AAAI2021]

• Add scene graph knowledge as downstream tasks
• Object prediction

• Attribute prediction

• Relationship prediction

18
ERNIE-ViL: Knowledge Enhanced Vision-Language Representations Through Scene Graph, AAAI 2021 
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• Add scene graph knowledge as downstream tasks
• Object prediction

• Attribute prediction

• Relationship prediction

19
ERNIE-ViL: Knowledge Enhanced Vision-Language Representations Through Scene Graph, AAAI 2021 
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Vision vs. NLP for Event Extraction
• Vision does not study newsworthy, complex events 

• Focusing on daily life and sports (Perera et al., 2012; Chang et al., 2016; Zhang et al., 2007; Ma et 
al., 2017) 

• Without localizing a complete set of arguments for each event (Gu et al., 2018; Li et al., 2018; 
Duarte et al., 2018; Sigurdsson et al., 2016; Kato et al., 2018; Wu et al., 2019a)

• Most related: Situation Recognition (Yatskar et al., 2016)

• Classify an image as one of 500+ FrameNet verbs
• Identify 192 generic semantic roles via a 1-word description

21



Vision-only Event and Argument Extraction

• Grounded Situation Recognition adds visual 
argument localization [Pratt et al, 2020]

■ Video Situation Recognition extends the 

work to videos [Sadhu et al, 2021]



Vision-only Event and Argument Extraction

• Another line of work is based on scene 
graphs [Xu et al, 2017; Li et al, 2017; 
Yang et al, 2018; Zellers et al, 2018].
• extracting <subject, predicate, object>

• structure is simpler than the aforementioned 
multi-argument event

• Visual Semantic Parsing is using 
predicate as event, and subject, object, 
instrument as argument [Zareian el al, 
2020]
• Added bounding box grounding
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Event Wearing
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Agent person

Event Treatment
Agent doctor

Target patient

Event Researching
Agent researcher

Target dropper

Event Sanitizing
Agent person

Tool sprayer

Event Testing
Agent woman

place car

Event Vaccination
Agent woman

Target girl



Event ExtractionNatural Language Processing
Trigger Word

carry

CLIP-Event: Event-Driven Vision-Language Pretraining



Event ExtractionNatural Language Processing
Trigger Word

Argument (Participant)

CLIP-Event: Event-Driven Vision-Language Pretraining



Weakly Supervision

• Transfer text event knowledge to images: Using text event structures as a distant supervision



Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

• Construct hard negatives by manipulating event structures.
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Event-Driven Vision-Language Pretraining



Structured Alignment via Optimal Transport

20

Text Event Graph ßà Image Event Graph

Event-Driven Vision-Language Pretraining



Structured Alignment via Optimal Transport

20

The optimal T is approximated by a differentiable 
Sinkhorn Knopp algorithm (Sinkhorn, 1964; Cuturi, 2013)

Text Event Graph ßà Image Event Graph

Event-Driven Vision-Language Pretraining



Structured Alignment via Optimal Transport

20

The optimal T is approximated by a differentiable 
Sinkhorn Knopp algorithm (Sinkhorn, 1964; Cuturi, 2013)

1 Define cost matrix C (embedding similarity)

2

3

Optimization Goal: minimize transport 
distance 

! ", $ = min! ) * +

Optimize the transport plan T within k
iterations

Text Event Graph ßà Image Event Graph

Event-Driven Vision-Language Pretraining



Event-rich Image-Caption Dataset

• We collect 106,875 image-captions that are rich in events from VOA news 
website.

• It is a challenging image-retrieval benchmark, aiming to understand long 
sentences with complex structures.Flickr30k MS COCO VOANews

Average sentence 
length 13.4 11.3 28.2

Split # image # event # arg # ent

Train 76,256 84,120 148,262 573,016

Test 18,310 21,211 39,375 87,671

No-event 12,309 - - -



Text Event Extraction Results

• State-of-the-art 
IE (149 event 
types, Lin et al, 
2020)

• 108,693 
captions

• 84,120 events
• 0.8 events in 

average (we 
filter the captions 
without events 
during training)

42
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Supporting Zero-shot Vision Event Extraction the first time.

CLIP-Event on Visual Event Extraction



CLIP-Event on General Vision-Language Tasks

22

Injecting event knowledge benefits various generic tasks.



Video Events as Argument State Changes
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Status Changes of an object = 
Displacement (movement of bounding box)

+ 
Pixel Changes (intra-boundingbox changing)

Video Event = 

Status Changes of Arguments 

Object State Embedding of the man
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Video Events as Argument State Changes
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Status Changes of an object = 
Displacement (movement of bounding box)
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Results – Verb & Semantic Role Prediction

Results on Verb Classification

Results on Semantic Role Prediction



➤ Unique challenges for video-language tasks
How to make GPT-3 understand videos?

Multiple levels of semantics: a video may contain visual features 
with different granularity

The temporal dimension: objects and events in videos are 
dynamically related

Solution: Hierarchical textual representation of videos by 
leveraging image-language foundation models and semantic role 
labeling guidance

Solution: Temporal-aware few-shot prompt

Understanding videos via Objects, Events, Attributes



Understanding videos via Objects, Events, Attributes
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VidIL (Ours) 
Framework



Understanding videos via Objects, Events, Attributes
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VidIL (Ours) 
Framework



Understanding videos via Objects, Events, Attributes

58

Does NOT require ANY
video data for pretraining

Flexibility in adding 
additional modalities, 
e.g., ASR



Understanding videos via Objects, Events, Attributes
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Video Captioning

Video-Language Future Event Prediction 
(VLEP)Video Question Answering

supervised



Understanding videos via Objects, Events, Attributes

60

Video Captioning

Video-language Future 
Event Prediction



Future Challenges

• Structured: Capturing semantic structure
• Abstract: Understanding abstract and complicated concepts 



Future Direction 1: Structured Encoding

[Ji el al, 2019]



Future Direction 1: Structured Encoding

Text Vision
• Better in 

capturing details 
with visual 
features



Future Direction 1: Structured Encoding

Text
• Strong ability 

in reasoning 
and semantic 
structure 
understanding 

Vision
• Better in 

capturing 
details with 
visual 
features

P3IV: Probabilistic Procedure Planning from Instructional Videoswith Weak Supervision



Future Direction 2: Abstract Semantics

Event Protest

Protest

What happened?  

3

Deep Semantic Understanding:

Discover knowledge (important information) that humans are actively 

seeking or communicating.



Future Direction 2: Abstract Semantics

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.

But it is flat and surface-to-surface.

Bounded Knowledge Short Context Surface-to-Surface

5
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Future Direction 2: Abstract Semantics

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.

But it is flat and surface-to-surface.

Bounded Knowledge Short Context 

COVID-KG [NAACL2021 Beset Demo Paper]

Long 

Horizon

Complex 

Situation

Surface à Deep
Concrete à Abstract
Static à Dynamic
Perception à Cognition

5

Surface-to-Surface
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Future Direction 2: Abstract Semantics

Abstract

Abstract Visual Reasoning with Tangram Shapes EMNLP 2022 Best Paper
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Future Direction 2: Abstract Semantics

Abstract

Abstract Visual Reasoning with Tangram Shapes EMNLP 2022 Best Paper

Love Happiness Emotion ßà Music
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Future Direction 2: Compositional Semantics

Compositional

COVID 
Vaccination

medical 
personnel

social distance

injection

Vaccination
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Future Direction 2: Compositional Semantics

Reasoning



Future Research: From Surface to Deep Semantics
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Future Direction: From Surface to Deep Semantics
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Future Direction: From Surface to Deep Semantics

8

Surface

Deep

Vision

Text



Future Direction: From Surface to Deep Semantics
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Future Direction: From Surface to Deep Semantics
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