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P
Factual Knowledge IGLD@_OQ

Compared to raw data, knowledge is important and useful information.

Text Vision
Entity Object
Attribute Attribute
Relation Scene Graph
Internal i
Knowledge Event Activity/Situation

Factual Knowledge
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Adding knowledge to pretraining models IGLQ@OQ

situational
knowledge

Knowledge for scene graphs
Model

object labels

objects

pixels

Knowledge for
data




P
What is factual knowledge? IG_QL;I_OQ

» Multimedia Knowledge Base with entities, relations and events.
/\ event () entity

e

~ |
The first-ever official visit by a British royal to [Israel is underway. Prince William the 36 year-old Duke of ‘Cambridge and second in
line to the throne will meet with both - and_leaders overthe next three days.

Contact.Meet_Participant

" entity: GPE entity: PER event 5



Goal: A joint representation of text and vision knowledgeIG_iQ
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Confllict.Attack Conflict.Attack Conflict.Attack
_Target _Place _Instrument
0.10
et 0.13 ,
0.11 ’
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sent attack
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29 681
exploded
destroying

Shared Text Encoder

Hospitals [Target] have
been overwhelmed
following the attack
[Conflict. Attack] in
Somalia [Place]. The
wounded [Person] are
sent[Transcation.
TransportPersonjto
another hospital.

News Article

ﬁ objectﬂ object C’
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Buﬂ%%g O Person Person

type

e type t
d/ pe OTree

Image & Visual Object

Testing Image

Ontology GCN

Shared Image Encoder

Image GCN

Ontology GCN Text GCN
Conflict.Attack nsu;prOd?)‘rjnod
Instrument > role X Place type bc?prn:rz casengdh tCIDI2tS(Z';)Sj;iggsc)n
type OTarget O O O O - O lined
O type type Weapon truck outside
Weapon Geographic Entity A truck bomb [Instrument] exploded [Confllct Attack]

Event Type & Argument Role
Text Ontology

outside a hotel [Target] in the K5 intersection [Place]
that is lined with government offices.

Trigger & Entity
Text

destroying :

Destroyed | m role
- _lte nD role OT00|
: Place visual object visual
Otype lype type, E ﬁ object
shi bomb type type :
: P Bl i | Boatoyp Fire

Activity & Role Image & Visual Object
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Adding knowledge to pretraining models IQ_!_Q@OQ
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knowledge
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Knowledge for
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An Image is Worth 16x16 Words IG_@LT;H_OQ

The simplest way is to split an image into patches

Vision Transformer (ViT) Transformer Encoder

I
I A
| | 5%
MLP :
Head I T
l A
T | Norm
ransformer Encoder :
I
- | ]
i~ 09 0 DD | ([
[c[:izggllccz:;ﬁlgging Linear Projection of Flattened Patches | A i A
|
. | | |i ‘ | | | I I Norm
wEn -SEENENNES |
W E | Embedded 8
[ Patches
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Unified Model: Pix2Seq IGLDL;LOQ

Another way is to treat pixels as tokens.

Y1 Y2 Y3

Image

> o
E Augmentation X Ypred
Bbox, Sequence | _
class Construction & Augmentation R
Objective

(next token prediction)
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Adding knowledge to pretraining models IGLQ@OQ

situational
knowledge

scene
Knowledge for
Model graphs

object labels

objects

pixels

Knowledge for
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P
Entity Knowledge IGLDL;I_OQ

« Object Detection: Object instances at the bounding box level
« Semantic Segmentation: Object class at the pixel level
« |nstance Segmentation: Object instances at the pixel level

Object detection Semantic Segmentation Instance Segmentation

1N\
& ) \\
)

https://www.v7labs.com/blog/object-detection-guide 1 h
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The way to obtain entity knowledge: Object Extraction IG_!_D EHOQ

S —

Two-Stage (With Proposal) One-Stage (Without Proposal)

classifier

L)

1. Resize image.
2. Run convolutional network.
3. Non-max suppression.

YOLO

proposa% i

Region Proposal Networ

Extra Feature Layers

A
r \
lassifier : Conv: 3x3x(4x(Classes+4))

VGG-16

feature maps

Classifier : Conv: 3x3x(6x(Classes+4))

2
74.3mAP
59FPS

Conv: 3x3x(4x(Classes+4))

conv layers

| Detections:8732 per Class |

[NonMaxi

w2 ez
S
258 =)
024 Conv: 1x1x256 onv: 1x1x’ onv: 1x1x128 Conv: 1x1x128
Conv: 3x3x512-s2 Conv: 3x3x256-s2 Conv: 3x3x256-s1 Conv: 3x3x256-s1
y e e & i

B 63.4mAP
E| 45FPS

Faster RCNN Mask RCNN

,,,,,,,,,,,

S
H <
g ;
8
[ Detections: 98 perclass |
[ Non-Maximum Suppression |

Ren, S., He, K., Girshick, R., & Sun, J. Faster r-cnn: Towards real-time object detection with region proposal networks. NeurlPS 2015.
He, Kaiming, et al. "Mask r-cnn." CVPR 2017.

Redmon, Joseph, et al. "You only look once: Unified, real-time object detection." CVPR 2016. 12
Liu, Wei, et al. "Ssd: Single shot multibox detector." ECCV 2016.
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Adding objects to V+L Pretraining Idﬂmm

Objects are used to better mask the regions.

(Image Embedder ) UNITER Model ( Text Embedder )
Image Feature ( i —— — L ———n | a— Text Feature
\ : = - Transformer = : = 4
e e e e e —e e e e AN
LFc ] [Fc] i d L S Emb | ~ [Emb
‘R—CNN HLocation’ m : , *ﬁ it - - - - - - L - L 3 — — ) [ Token HPosition
k , T man with his dog on a couch v

.H

dog - 2 1
' I
UNITER ] UNITER ‘ SR B UNITER ]
1 — ' 'y A ' '
- man with his [MASK]-‘- .man with his dog maniwi his dog oS

Word Region Allgnment (WRA)
Image-Text Matching (ITM)

0/1

Masked Language Modeling (MLM) Masked Region Modeling (MRM)
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Adding knowledge to pretraining models Id_ﬂﬂ;ll_m
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P N
Oscar [ECCV 2020] and VinVL [CVPR 2021] TSRO0

* ODbject knowledge is richer.
« Add object label knowledge as anchor points

Contrastive Loss Masked Token Loss
Fawes () () (J OO OO OO O O O O O O O
Network Multi-Layer Transformers
Embeddings ﬁ O O O O O O O ﬁ Q () Q A O
[CLS] A dog is |[MASK] on a [SEP] || dog [SEP] . },\/‘
Data b N - N R 4
Word Tokens Object Tags Reglon Features
Image
Modality Language g N
o Language Image
Dictionary L ?
Oscar: Object-Semantics Aligned Pre-training for Vision-Language Tasks, ECCV 2020 15

VinVL: Making Visual Representations Matter in Vision-Language Models. CVPR 2021



Soft Prompt Entity Knowledge [CVPR2022] T2 1O

* [Align and Prompt 2021] Align and Prompt: Video-and-Language Pre-training with
Entlty Prompts quividually pre-trair‘led with
- Adding regional entity prediction task / Video-Text Contrastive loss

random video crops

prompter

|
. video . :
encoder i ‘

similarity —»

text T I
. encoder ‘
} soft entity labels
. video
encoder |
B a— “ (multimodal |
s, e encoder
. text
“A cute girl walks a B encoder ALPRO

dog in the park.” 16

person

,,g'\ object =
d, ’; " | detector

|
|
|
|
|
|
T
|
|
|
|
|
|
|
|
|
|
|
|
-1
|
|
|

e.g. ActBERT

previous work rely on object detectors with expensive
computation and limited object categories

image source: Align and Prompt: Video-and-Language Pre-training with Entity Prompts
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Adding knowledge to pretraining models IGLQIEI_OQ

event
knowledge

scene
Knowledge for
Model graphs

object labels

objects

pixels

Knowledge for
data

17



ERINE-ViL [AAAI2021] IG_Q

« Add scene graph knowledge as downstream tasks
* Object prediction
« Attribute prediction
* Relationship prediction

(a) Objects

(b) Attributes

A tan dog and a little girl kiss.

N it O
B T = v

The little girl is kissing the brown cat. A black dog playing with a gren toy. An older man repairing a bike tire in a park.

ERNIE-ViL: Knowledge Enhanced Vision-Language Representations Through Scene Graph, AAAI 2021

18



ERINE-VIL [AAAI2021]

X100

« Add scene graph knowledge as downstream tasks

Object Prediction Attribute Prediction Relationship Prediction

o 0 ke || e P Iee—— T D D
) house ] ) ] 3 m [} il ) o Pt |
) SERED T

Two-stream Cross-modal Transformers

=3 - 9 ) e e
- B e
A woman in a blue dressis putting herlittle white
caton top of a brown car in frontof her house. o

Scene Graph Knowledge

dress

(woman] - _in
ontopof
[car ]

%EI

g

i1

*

Scene Graph Parser

ERNIE-ViL: Knowledge Enhanced Vision-Language Representations Through Scene Graph, AAAI 2021

objects

relationships

/"‘/9/ s
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Adding knowledge to pretraining models IGLQ@OQ
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Vision vs. NLP for Event Extraction

* Vision does not study newsworthy, complex events

* Focusing on daily life and sports (Perera et al., 2012; Chang et al., 2016; Zhang et al., 2007; Ma et
al., 2017)

* Without localizing a complete set of arguments for each event (Gu et al., 2018; Li et al., 2018;
Duarte et al., 2018; Sigurdsson et al., 2016; Kato et al., 2018; Wu et al., 2019a)
* Most related: Situation Recognition (Yatskar et al., 2016)
* Classify an image as one of 500+ FrameNet verbs
* |dentify 192 generic semantic roles via a 1-word description

SPRAYING

JUMPING - -
ROLE VALUE ROLE VALUE

CLIPPING _ 5
ROLE  VALUE

ROLE  VALUE

AGENT MAN AGENT VET AGENT BOY AGENT BEAR AGENT MAN AGENT FIREMAN
SOURCE SHEEP SOURCE DOG SOURCE CLIFF SOURCE ICEBERG SOURCE  SPRAY CAN SOURCE HOSE
TOOL SHEARS TOOL CLIPPER OBSTACLE - OBSTACLE WATER SUBSTANCE PAINT SUBSTANCE &= WATER
ITEM WOOL ITEM CLAW DESTINATION  WATER DESTINATION ICEBERG DESTINATION WALL DESTINATION FIRE

PLACE FIELD PLACE ROOM PLACE LAKE PLACE OUTDOOR PLACE ALLEYWAY PLACE OUTSIDE 21




Vision-only Event and Argument Extraction

Video Situation Recognition extends the
work to videos [Sadhu et al, 2021]

Grounded Situation Recognition adds visual
argument localization [Pratt et al, 2020]

Arg0 (deflector) oman with shield
Event 1 Argl (thing deflected) |boulder
0s-2s Scene city park ]
Ev3 is enabled by
Evl
Verb: talk (speak)
‘woman with shield
Event 2 Arg2 (hearer) man with trident
2s-4s ArgM (manner) urgently Ev3isa
Hitting Catching Scene |city park | I
Agent  Tool Victim "m“m Place Agent C‘atught Tool Place Verb: leap (physically leap)
o Arg0 (jumper) man with trident
Event 3 Arg1 (obstacle) over stairs
Ballplayer Bat Baseball (6] Field Bear Fish Mouth River Pk eyt ciraciion) e
ArgM (goal) to attack shirtless man
ﬁ Scene city park
r Verb: punch (to hit) .
shirtless man EY‘ -
’:‘ Event 4 Argl (entity punched) i il il reaction to Ev3
— 65-8s ArgM (direction) far into distance
H Scene ]cnty park EvS is unrelated
[ < 3 to Ev3
Swmy erb: p
4 4 Arg0 (agent)
— - O— — 1l Event 5 Arg1 (entity punched) [T
Jumping Kneading 8s-10s ArgM (direction) down the stairs
Scene city park ]
Agent Source Destination Obstacle Place Agent Item Place
Female  gifa  Sofa o Lving Person Dough Kitchen
Child Room
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Vision-only Event and Argument Extraction IG_Q@OQ

®* Another line of work is based on scene
graphs [Xu et al, 2017; Li et al, 2017;
Yang et al, 2018; Zellers et al, 2018].

®* extracting <subject, predicate, object>

Visual Semantic Parsing

® structure is simpler than the aforementioned
multi-argument event

®* Visual Semantic Parsing is using
predicate as event, and subject, object,
instrument as argument [Zareian el al,

2020] [ Entity (SGG & VsP) Scene Graph Generation
* Added bounding box grounding ——  Predicate (SGG) Girl I
O Predicate (VSP) has
—  Subject (VSP) [eaﬂng holdlngl
===« Object (VSP) on
....... Instrument (VSP) Cake —{ Fork







People

Withess




Fah 2072 ?A

Attacker protesters

Target police

Attacker police
{BIA

Target protester SIT



Event Researching

Item mask Agent doctor Agent researcher

Event Wearing Event Treatment

Agent person Target patient Target  dropper

~

Event Sanitizing

Event Testing Event Vaccination

Agent person Agent woman Agent woman

Tool sprayer place car Target  girl




CLIP-Event: Event-Driven Vision-Language Pretraining

Caption Text ¢

Event Type | Transport ( )

Antigovernment protesters caumy sam Text
: injured man on a stretcher after —> Information
. clashes with riot police on Extraction

: Independence Square in Kyiv on
. February 20, 2014.




CLIP-Event: Event-Driven Vision-Language Pretraining

Caption Text ¢

Event Type | Transport (carry)

Antigovernment protesters carry an Text Agent
. injured man on a stretcher after —> Information—»
. clashes with riot police on Extraction Entity

Independence Square in Kyiv on
February 20, 2014.

Instrument




Transfer text event knowledge to images: Using text event structures as a distant supervision

............................................................................................................

Caption Text ¢

: Event Type | Transport (carry)
Antigovernment protesters carry an Text Agent protesters
injured man on a stretcher after —> Information
clashes with riot police on Extraction Entity injured man
Independence Square in Kyiv on
February 20, 2014. Instrument | stretcher
; Prs%n‘,:- Person’ = )

Weakly Supervision




sdnt‘ Person

Positive
Labels

Negative
Labels
(events)

Negative
Labels

(arguments)

Construct hard negatives by manipulating event structures.

Event Type

Transport (carry)

Agent

protesters

Entity

injured man

Instrument

stretcher

Event Type

Arrest (arrest)

Agent

protesters

Entity

injured man

Instrument

stretcher

Event Type

Transport (carry)

Agent

protesters

Entity

injured man

Instrument

stretcher




sdnt‘ Person

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Construct hard negatives by manipulating event structures.

Event Type

Transport (carry)

Agent

protesters

Entity

injured man

1dwoud

Instrument

stretcher

Event Type

Arrest (arrest)

Agent

protesters

Entity

injured man

1dwoud

Instrument

stretcher

Event Type

Transport (carry)

Agent

injured man

Entity

stretcher

1dwoud

Instrument

protesters

Protesters
transported
_, injured man
using a
stretcher.

Protesters

arrested

injured man
_’ .

using a

stretcher.

Injured man

transported a
> stretcher with

protesters.



Construct hard negatives by manipulating event structures.

Positive
Labels

Negative
Labels
(events)

-

F‘erson‘,:‘ Person | ' ' & Person
- N\ | i i & ¥ =
R ) " % VY

-

" Person

Negative
Labels
(arguments)

Protesters
transported
injured man
using a
stretcher.

Protesters
arrested
injured man
using a
stretcher.

Injured man
transported a
stretcher with
protesters.
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P‘ersdnt‘ Person

=\ 0 TN TP
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N =Y

; Bench

™ Person
Person

Positive
Labels

Negative
Labels
(events)

Negative
Labels
(arguments)

Protesters
transported
injured man
using a

Contrastive
stretcher. — — ¢, S(ty,

K Learning

Protesters
arrested
injured man —»
using a
stretcher.

G

Tl
)
8

% — tl —»S(t],V)
=

Injured man == — 1, S(t5,v)
transported a

stretcher with

protesters.
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Transport
Person _“
s

protesterss &~ ~ « _
PER -

Independence Square

Event Level Alignment

20



Transport

Structured Alignment via Optimal Transport Person _ ¢

\N

protesterss . ~ ~ <
PER -

Text Event Graph <-> Image Event Graph

Independence Square

Event Level Alignment

20



Event-Driven Vision-Language Pretraining

Transport

Structured Alignment via Optimal Transport Person _ ©

Text Event Graph <-> Image Event Graph

Independence Square buildihg m

Event Level Alignment

The optimal T is approximated by a differentiable
Sinkhorn Knopp algorithm (Sinkhorn, 1964; Cuturi, 2013)

T = diag(p) exp(—C/~) diag(q)
for + = 0,1, 2,...until convergence,
P =10 (Kg),
qi+1 —10 (KTpi_H),
T* .= diag(p*) K diag(qg") 20



Event-Driven Vision-Language Pretraining

Transport

Structured Alignment via Optimal Transport Person _ ©

Text Event Graph <-> Image Event Graph

1 Define cost matrix C (embedding similarit ’ ‘
N ( 2 y) j Independence Square buildifig m
Optimization Goal: minimize transport Event Level Alignment
2 | distance The optimal T is approximated by a differentiable
D DS, T)-=minT-C j Sinkhorn Knopp algorithm (Sinkhorn, 1964; Cuturi, 2013)

AAAAAA

T

- " T = diag(p) exp(—C/~) diag(q)
3 Optimize the transport plan T within

terations J for 1 = 0,1,2,.. .unt.il convergence,
pz—i—l —10 (Kq’t),
qi+1 —10 (KTpi_H),

T* .= diag(p*) K diag(qg") 20
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Event-rich Image-Caption Dataset Idﬂ IO

 We collect 106,875 image-captions that are rich in events from VOA news

website.
Split # image # event # arg # ent
Train 76,256 84,120 148,262 573,016
Test 18,310 21,211 39,375 87,671
No-event 12,309 - - -

« |tis a challenging image-retrieval benchmark, aiming to understand long

sentenci Flickr30k MS COCO VOANews

Average sentence

length 13.4 11.3 28.2
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Text Event Extraction Results IG_!_DLJ;I_OQ

Movement.TransportPerson

« State-of-the-art Contact Meet
|E (149 event Conflict.Demonstrate
types, Lin et a|, Contact.Contact
2020) Personnel.Elect
Transaction.TransferOwnership

Justice.TrialHearing
Manufacture.Artifact

° 108’693 Personnel.StartPosition
. Justice.Chargelndict
Captlons Justice.Sentence
« 84,120 events Life-Marry
Justice.Convict

« (0.8 events in J :}Jsti:e.Sueln .
ustice.Appea
average (We Justice.Extradite
filter the captions Justice. Acquit
without events Business.Merge

during training) 0 5000 10000 15000 20000

42



CLIP-Event on Visual Event Extraction

Supporting Zero-shot Vision Event Extraction the first time.

Event Type Arrest
Agent person
Detainee person

Event Type protesting
Agent people
Place outdoors

21
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CLIP-Event on General Vision-Language Tasks I(_;_i_DI;I;TI_OQ

Injecting event knowledge benefits various generic tasks.

..........................................................................................

‘Question: Why is Person1
attacking Person2?

.
-----------------------------------------------------------------------------------------

(1) Persont is trying to defeat
.Person2 so that he can help

| :{Person1 escape . =
. (2) Person2 does not want to be |
' ‘having the conversation , and :
- ‘Person1 has cornered him into it.
(3) Because he is angry at him.

.(4) Person1 is a bully and s/

:beating him up .

..........................................................................................

22



Object State Embedding
Video Event = Sjii
Pjii | Ci |
Status Changes of Arguments pixel changes coordinate changes

Status Changes of an object =
Displacement (movement of bounding box)
+ Object State Embedding of the man
Pixel Changes (intra-boundingbox changing)

. object 0;

23



Video Events as Argument State Changes

Yo ( > executlve pro odlite,
' ‘:\» derek-iredan:

ey "tnp taylo

wa iq cups 2~

- S
P -

Video Event = Object
Motion-aware (] | ] T my
Status Changes of Arguments Embedding
— — [ Object States Aggregator ]

Status Changes of an object =

Displacement (movement of bounding box)
+

Pixel Changes (intra-boundingbox changir@

O —

i
. )
s.

23



P N
Video Events as Argument State Changes IG_iQI;I:.ﬂ_OQ

eeeee tive prodt't:ers) . t ive producers

derek freda k freda
™trip taylo é taylor

Argument Interaction Encoder
(Transformer Layer)

Video Event = t Object S
(110 Mgf:gg:m;e ez
Status Changes of Arguments 9 Enibedding

grid feature StateAgg StateAgg } [ InterAgg ]

Object State

Status Changes of an object = o tﬁﬁ: [IE—E?:D | mﬁb

Displacement (movement of bounding box) 3;“1.“ Wy

+
Pixel Changes (intra-boundingbox changing)

5 bl 4 union




P N
Video Events as Argument State Changes IG_iQI;I:.ﬂ_OQ

eeeee tive prodt't:ers) . t ive producers

derek freda k freda
™trip taylo é taylor

Argument Interaction Encoder
(Transformer Layer)

Video Event = t Object S
(110 Mgf:gg:m;e ez
Status Changes of Arguments 9 Enibedding

grid feature StateAgg StateAgg } [ InterAgg ]

Object State

Status Changes of an object = o tﬁﬁ: [IE—E?:D | mﬁb

Displacement (movement of bounding box) 3;“1.“ Wy

+
Pixel Changes (intra-boundingbox changing)

5 bl 4 union




Results — Verb & Semantic Role Prediction

X100

. Val Test
Mogel Kinetics | s .c@1 Acc@5 Rec@5 F,@5|Acc@] Acc@5 Rec@5 F,@5
TimeSformer v 4591 7997 23.61 18.23 - - - -
I3DT X 30.17 66.83 488 456 | 3143 6770 502 4.67
SlowFast ' X 3264 6922 611 561 | 3394 7054 656 6.00
I3DT v 29.65 60.77 18.21 14.01| 29.87 59.10 19.54 14.68
SlowFast! v 46.79 7590 2338 17.87 | 4637 7528 2578 19.20
Ours (OSE-pixel + OME) v 5275 83.88 2844 2124 | 52.14 83.84 30.66 2245
Ours (OSE-pixel/disp + OME ) v 5332 84.00 28.61 21.34| 51.88 8355 30.83 22.52
Ours (OSE-pixel/disp + OME + OIE ) v 53.36 83.94 28.72 2140 | 5239 8347 3074 2247
Results on Verb Classification
Model CIDEr CIDEr-Verb CIDEr-Arg ROUGE-L
Avg Std Avg Std Avg Std Avg Std
GPT2! 34.67 42.97 34.45 40.08
13D 47.06 51.67 42.76 42.41
SlowFast! 45.52 55.47 42.82 42.66
SlowFast 44.49 +2.30 51.73 £2.70 40.93 +2.42 40.83 +1.27
Ours (OSE-pixel + OME) 47.82 +2.12 54.51 +3.00 44.32 +2.45 4091 +£1.32
Ours (OSE-pixel/disp + OME ) 48.46 +1.84 56.04 +2.12 44.60 +2.33 41.89 +1.12
Ours (OSE-pixel/disp + OME + OIE ) 47.16 £1.71 53.96 £1.32 42.78 +2.74 40.86 +2.54

Results on Semantic Role Prediction

N )



Understanding videos via Objects, Events, Attributes I(_Ei_?

» Unique challenges for video-language tasks

Multiple levels of semantics: a video may contain visual features
with different granularity

Solution: Hierarchical textual representation of videos by

leveraging image-language foundation models and semantic role
labeling guidance

The temporal dimension: objects and events in videos are
dynamically related

Solution: Temporal-aware few-shot prompt

How to make GPT-3 understand videos?

z‘,

Input

viseo Rl vﬂ

o 5%

NS 2

Image-Language Model
\4

Visual Objects cake decorating, sugar paste, clay animation, play-doh
Token Events cutting mat, woman shaped cake, cake is made, flowered design
Level

Attributes made of fondant, edging, rubbing, paper doilies, green goo

a person holding a a person is putting

Frame Fram'e green object in a green leaf on a
Capt
Level Caplions ihejr hand baby's head

a person cutting a
piece of paper with
a pair of scissors

Language Model

\ 4
Vid Next Question: What will happen next?
L:avee‘: Event Answer: the person puts the flower on top of the baby-

Prediction shaped cake



Understanding videos via Objects, Events, Attributes Gb

Sampled Frames

Sparse
Sampling

Input Speech

Image- i Objects ] Events]Attributes] ]

Visual

—>ESRgUage Tokenization »| Frm1: bath toy, bathtub, toddler

Model Frm2: adhesive bandage, band-aid, sink ...

Semantic Role Labeling _)‘ FrmN: shoe care, adhesive bandage, snakebite

—» Visual Token Level W

Frame Caption )

Frame Caption

Image- Frm1: a toddler playing in a bathtub filled with toys

—> Language Gzn::lrlatlc.)n Frm2: a toddler playing in a bathtub with toys
Model andkienng Frm3: <filtered out>

FrmN: a boy sitting on the floor with his foot in a toilet

/

\_______________________

> Frame Level

VidIL (Ours)
Framework

56
/



Understanding videos via Objects, Events, Attributes

Image-
—» Language

Objects ] Events]Attributes] ]

Visual

»

Model

Tokenization

Semantic Role Labeling —»{

Frame Caption

Frm1: bath toy, bathtub, toddler > Visual Token Level
Frm2: adhesive bandage, band-aid, sink ... W

FrmN: shoe care, adhesive bandage, snakebite

Frame Caption )

Image- G h Frm1: a toddler playing in a bathtub filled with toys
eneration - : :
Language d Filterin Frm2: a toddler playing in a bathtub with toys o Frame Level
Sampled Frames Model ~ 2NAFIMeNNG | 3. <fitered out>
FrmN: a boy sitting on the floor with his foot in a toilet
_— — _— — _— — _— — _— — _— I‘
Sparse {( | Task: Video Captioning | Task: Video Question Answering ) l
Sampling | :" Jask  [Generate a video caption based on the objects, | [ Answer the question based on the objects, events,
/Instruction ! | events, subtitle and frame captions. Example: | | subtitle and frame captions. Example: |
L A “ - I
:' :E Objects: First, bath toy. Then, toddler. After that, adhesive bandage ... L
] Few-shot E} Events: First, playing with bare feet. Then, child wearing sandal ... Video Level I
' Context ' | Attributes: First, red toy. Then, diaper changing. After that, band aids ... I
! :: Frame Captions: First, a toddler playing in a bathtub filled with toys. Then, a toddler playing in a
' ;l bathtub with toys. Finally, a boy sitting on the floor with his foot in a toilet I
"""" "> Subtitle: <ASR Transcript> J1
———— - - 1 1 D A I I g
\ Task :: Video Caption: Question: what is a little kid playing in with his toys?N I
:‘ Query E,' <example caption> or None | |Answer: <example answer> or None J!
I vV l
Language Model I
. 4 v
I E Target E " a boy in the tub with toys and 1 Output bathtub Output I
Input Speech + Output : | one getting his foot bandaged Caption Answer I
Nt ) ¥/
l Temporal-Aware Few-shot Prompt J

\_______________________

VidIL (Ours)
Framework
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Understanding videos via Objects, Events, Attributes

S0

(

Sampled Frames

Sparse
Sampling

Input Video

Input Speech

Image-
—» Language

7

Objects ] Events)Attributesw ]

Visual

»

Model

Tokenization

Frm1: bath toy, bathtub, toddler
Frm2: adhesive bandage, band-aid, sink ...

~

—>» Visual Token Level \

Semantic Role Labeling —»

FrmN: shoe care, adhesive bandage, snakebite

Frame Caption ]

Frame Caption

Image- Goneistion Frm1: a toddler playing in a bathtub filled with toys
Language — Frm2: a toddler playing in a bathtub with toys o Frame Level
Model and Filtering Frm3: <filtered out>
| FrmN: a boy sitting on the floor with his foot in a toilet |
( Task: Video Captioning Task: Video Question Answering )

:" “Task ' |Generate a video caption based on the objects, | [ Answer the question based on the objects, events,
'Instruction' | events, subtitle and frame captions. Example: subtitle and frame captions. Example:

_______ e -

' | Objects: First, bath toy. Then, toddler. After that, adhesive bandage .. b
! Few-shot EE Events: First, playing with bare feet. Then, child wearing sandal ... Video Level |
' Context :: Attributes: First, red toy. Then, diaper changing. After that, band aids ...
: :: Frame Captions: First, a toddler playing in a bathtub filled with toys. Then, a toddler playing in a
' E,' bathtub with toys. Finally, a boy sitting on the floor with his foot in a toilet

Ssozsand ; | Subtitle: <ASR Transcript> g,

s i , S
U Task :E Video Caption: Question: what is a little kid playing in with his toys?]
:‘ Query E,' <example caption> or None ‘ Answer: <example answer> or None J

vl
Language Model

P \
E Target E [ a boy in the tub with toys and Output [ baihtib j Output
+ Output | one getting his foot bandaged Caption Answer

"~ ~"°°° J

Temporal-Aware Few-shot Prompt

Does NOT require ANY
video data for pretraining

Flexibility in adding
additional modalities,
e.g., ASR

58



Understanding videos via Objects, Events, Attributes

—

E——
=

e

(

2O

MSR-VTT Caption

YouCook2 Caption

VaTex Caption

Method  ASR | g 4/" R}, M C |B4 RL M C |B4 RL M ¢ |A8C

Few-shot

UniVL No |21 225 95 36| 33 253 116 341 | 1.7 157 80 21 13.3

BLIP No |27.7 43.0 23.0 395| 0.7 9.0 34 11.5 |13.5 395 154 20.7| 23.9

BLIP.., No [21.6 48.0 227 302 | 3.7 86 38 94 |20.7 415 174 289 | 22.8

VidIL(ours) No |26.0 51.7 24.7 363 | 2.6 229 95 270 |22.2 43.6 20.0 36.7 | 33.3

UniVL Yes - - - - 43 264 122 486 | 2.7 177 102 34 | 26.0

VidIL(ours) Yes - - - - 10.7 359 194 111.6 |23.2 44.2 20.6 389 | 753

Fine-tuning

UniVL No |42.0 61.0 29.0 50.1|11.2 40.1 17.6 127.0|22.8 38.6 223 334 | 70.2

UniVL Yes - - - - 16.6 457 21.6 176.8 |23.7 39.3 22.7 35.6| 106.2

Video Captioning
Method #tvideopr #videorr MSR-VIT MSVD
BLIP 0 0-shot 0.55 0.45
BLIP 0 5-shot 0.84 0.53 . H
BLIPVQA [26] 0 0-shot 19.2 352 Method #VldCOFT Acc SU pe rVISEd
‘Flaming0—3B [2] 27T™M 4-shot 14.9 33.0 MERLOT [67] 20142 684
‘Flamingo—?)B [2] 2TM 8-shot 19.6 37.0 VidIL(ours) 10-shot 72.0
*Flamingo—SOB 2] 27T™M 4-shot 23.9 41.7
H - .
®Flamingo-80B [2]  27M 8-shot 27.6 455 . i
ALPRO [25] M full-shot 42.1 459
Video-Language Future Event Prediction -

Video Question Answering

(VLEP)



Understanding videos via Objects, Events, Attributes

Video Captioning

Video-language Future

Event Prediction

MSR-VTT Caption

YouCook2 Caption

VaTex Caption

~

IV

»
£

ENEC

Objects: First, interview. Then, cable
television. After that, television program.
Finally, sports commentator.

Events: ... Attributes: ... Frame Captions: ...

Objects:... Events:... Attributes:... Captions:...
Subtitle: Now our sausages are pretty much
cooks going to take those out all the time. And
we're going to now, my cat gravy as source.

Objects: ... Events: ... Attributes: First, tagging.
Then, woodburning. After that, wood burning.
Finally, turning on dial. Frame Captions: First, a
piece of wood with words drink up written on it ...

UniVL: a man is playing a man with a man .

BLIP: a man in a suit and tie sitting on a couch

Ours: an interview with a sports
commentator

UniVL: add the sausages to the pan
Ours: take the sausages out of the pan
and add some gravy to the plate

UniVL: you ' re ready to decorate your cake
BLIP: a person holding a string with a small object in

front of them
Ours: A person is making a sign that says "Drink

Up" with a wood burning kit.

Ground Truths:
¢ 2 men are discussing sports on a talk show

* a man being interviewed on a tv show

Ground Truth:
» remove sausages from pan

Ground Truth: Someone uses a wood burning
tool to burn a design into a slice of wood and
then begins to brush polyurethane unto it.

pizza in a kitchen.

sink
Answer:

Frame Captions: First, a woman holding a plate in a kitchen. Then, a man sitting at a table with two mugs. Finally, a woman holding a

Dialogue: Bernadette : | don't think you are. Raj : You didn't think | was gonna be in your kitchen this morning, Raj : yet here | am.
Question: What is more likely to happen next? A:Bernadette will drop the dishes and break them. B:Bernadette will put the dishes in the

VidIL Prediction: Bernadette will put the dishes in the sink
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Future Challenges IGLDL;I_OQ

« Structured: Capturing semantic structure
« Abstract: Understanding abstract and complicated concepts
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Future Direction 1: Structured Encoding ICEWOQ

Action: “Sitting on a sofa” time

| | I | |

I I ' Hki =1 )
lobking outside of a window

| I ! L < =

I I ! n i | I 1

I I ! n 1 | I 1

! ! U i U

=
| ' m N\ person — — — — - person = == T person
cu cup window
nfontof [ gk n:’ﬁ;r’n mﬁoﬂﬁ Wga)t = \ Ig! front of sitting o ‘w
\ hold-ng< & nomng< \lookxnga{ neXt tO beneath beneath
- \ sofa == o

person person person
{ f - f
itin
_— sofa — sofa

. |
sithng on
lnfromof \mam in front of \aene:th in front of \b‘ene'a\m
wble cai || o5 S chair Spatio—temporal scene graphs

sitting on

[Ji el al, 2019]
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Future Direction 1: Structured Encoding I@@OQ

Action: “Sitting on a sofa” time

Text Vision r\
» Better in
capturing details
with visual
features

person ————— person i person
in front of sitting o w
next to k‘ beneath
sofa == —

beneath

sofa = sofa

Spatlo temporal scene graphs
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Future Direction 1: Structured Encoding GLDILI

Text

» Strong ability
in reasoning
and semantic
structure
understanding

Vision

» Better in
capturing
details with

visual
features

Supervised by language instructions (ours)

VP T [ Tt e 1
,  Add i . Open E Put Steak
\ Season : E Lid : On Grill

Supervised by visual observations

" a, ay

CEEEET D

2 >
1:24 - 1:32 1:43 - 207 2:56 - 2:59 3:58 - 4:15 5:07-531 L
S e Sy, ey S3  e3

P3IV: Probabilistic Procedure Planning from Instructional Videoswith Weak Supervision
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Future Direction 2: Abstract Semantics IG_Q@_OQ

Deep Semantic Understanding:

Discover knowledge (important information) that humans are actively

seeking or communicating.
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Future Direction 2: Abstract Semantics IG_i_DII;:ﬂ_OQ

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.
But it is flat and surface-to-surface.

Bounded Knowledge Short Context Surface-to-Surface



Future Direction 2: Abstract Semantics

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.
But it is flat and surface-to-surface.

Bounded Knowledge

Short Context

Surface-to-Surface

Surface - Deep

Concrete - Abstract
Static - Dynamic
Perception - Cognition




Future Direction 2: Abstract Semantics IG_!_DE_

Text generation paradigm (e.g., GPT-3) is taking over the NLP world.
But it is flat and surface-to-surface.

Bounded Knowledge Short Context Surface-to-Surface

\ 4

Surface - Deep

Complex Long Concrete - Abstract

Situation Horizon Static = Dynamic

Perception - Cognition




Future Direction 2: Abstract Semantics

Abstract

head

_—

dog head

curly
‘ tail 4N
body —

body — 3
| front
leg back ‘ “leg
leg
bird head cloaked woman in wind
hair
blowing

plume ,

beak
A‘head cloak

_Test

Abstract Visual Reasoning with Tangram Shapes EMNLP 2022 Best Paper
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Future Direction 2: Abstract Semantics

Abstract

Love Happiness

Abstract Visual Reasoning with Tangram Shapes EMINLP 2022 Best Paper

Emotion €<-> Music

47



P N
Future Direction 2: Compositional Semantics I(_I!_D@_OQ

Compositional

COVID
Vaccination

o\

Vaccination

/\ social distance

medical
personnel

} injection

47
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Future Direction 2: Compositional Semantics IGiDﬂJIOQ

Reasoning

Image and object bounding box

cape(x) = [0.9:has_hood](x) A
[0.7:sleeveless](x) A (™
[0.5:below_knees](x)) A (-
[0.5:wearable_by_wizard](x))

cloak(x) = [0.9:has_hood](x) A
[0.8:sleeveless](x) A
[0.5:below_knees](x) A
[0.5:wearable_by_wizard](x)

Probabilistic
Knowledge
Base

\
has_hood
has_hood sleeveless || pelow_knees 08 7
0.8 06 0.72 — | wearable_by
wearable_by 0.5 _wizard below_knees
: 0.78 N T
_wizard 0.62 0.7] 0.72
0.7 N : '
[ 07 - \ 55 | | sleeveless
0.5 0573 038 /Attribute an ! ‘ 06
55 - I 0.60_— 6 |
= 0.60\ =5 610————-"‘:_=" affordanc L—=:==:\9’§___ 0.8 0.5
e I i model ey _70.62
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Future Research: From Surface to Deep Semantics IGLQ@OQ

Text Surface

VAN

Named Entity
Recognition

VAN

Relation
Extraction

VAN

Parsing

AN
OpenlE

A

Event
Extraction

Deep 8
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Future Direction: From Surface to Deep Semantics IGLQ@OQ

Text Surface Vision
AN AN
Named Entity a Object
Recognition EReferrlr_lg
Xpression
AN Groundin —
g
Relation Scene
Extraction Graph
AN
a Activity
Parsing A
Situation
AN Recognition
OpenlE
AN
Event
Extraction
8

Deep
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Future Direction: From Surface to Deep Semantics IGLQ@_OQ

Surface Vision

Text

Deep
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Future Direction: From Surface to Deep Semantics IGLQ@_OQ

Surface Vision

Multimodal
Event
Structure

Long-Horizon
Event
Graph

Deep



Future Direction: From Surface to Deep Semantics

X100

Surface

Deep

Vision

Concrete

Abstract

Surface

Static

Dynamics

Deep

Perception

Cognition



