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Commonsense Knowledge
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Part 1: What is Visual Commonsense Knowledge?
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Visual Commonsense Knowledge

• Visual
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Visual Commonsense Reasoning (VCR): From Recognition to Cognition 

From Recognition to Cognition: Visual Commonsense Reasoning. 2019



Visual Commonsense Knowledge

• Visual
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VisualCOMET: Cognitive Image Understanding via Visual Commonsense Graphs 

https://mosaickg.apps.allenai.org/visual_cometVisualCOMET: Reasoning About the Dynamic Context of a Still Image



Visual Commonsense Knowledge

• Visual

8https://mosaickg.apps.allenai.org/visual_comet

VisualCOMET Task Formulation: Generate the entire visual commonsense graph



Visual Commonsense Knowledge

• Visual
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Large Dataset Collection: There are in total 139,377 distinct Visual Commonsense Graphs over 
59,356 images involving 1,465,704 commonsense inferences.



Physical Commonsense Knowledge
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Physical Commonsense Knowledge can be learned via natural language.

PIQA: Reasoning about Physical Commonsense in Natural Language. AAAI 2020



The “Something Something” Dataset
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The “something something” video database for learning and evaluating visual common sense



Part 2: How can commonsense knowledge be learned via V+L pretraining?
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Failures 
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Current V+L models lack abilities to capture commonsense knowledge: 

Improving Commonsense in Vision-Language Models via Knowledge Graph Riddles. 2022



DANCE: Improving Commonsense in Vision-Language Models
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DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability

Improving Commonsense in Vision-Language Models via Knowledge Graph Riddles. 2022



DANCE: Improving Commonsense in Vision-Language Models
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DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability



DANCE: Improving Commonsense in Vision-Language Models
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DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability



DANCE: Improving Commonsense in Vision-Language Models
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DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability



DANCE: Improving Commonsense in Vision-Language Models
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DANCE: Data Augmentation with kNowledge graph linearization for CommonsensE capability



Vision–Language Knowledge Co-Embedding
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Part 3: Are VLMs commonsense KBs?
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Probing “Visible” Physical Commonsense Knowledge
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VIPHY: Probing “Visible” Physical Commonsense Knowledge

visually accessible knowledge representing color, size and space
Visually accessible knowledge representing color, size and space



Probing “Visible” Physical Commonsense Knowledge
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Visually accessible knowledge representing color, size and space



Are Visual-Linguistic Models Commonsense KBs?
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Are Visual-Linguistic Models Commonsense KBs?
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Are Visual-Linguistic Models Commonsense KBs?
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Visual Commonsense Knowledge is more difficult than textual knowledge.



Unimodal vs Multimodal models?
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Unimodal and multimodal models’ abilities to capture visual commonsense knowledge



Unimodal vs Multimodal models?
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ViComTe dataset on five relation types: color, shape, material, size, and visual co-occurrence



Unimodal vs Multimodal models?
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Unimodal and multimodal models’ abilities to capture visual commonsense knowledge

Visual Commonsense in Pretrained Unimodal and Multimodal Models. NAACL 2022



Future Direction: 
Adding commonsense knowledge to pretraining

Knowledge for 
Model

Knowledge for 
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Future Direction:
Physical Knowledge Enhanced LM/VLM
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Humans learn a huge amount of knowledge about the external world via multisensory 

experience and interactions, however, current LLM/VLM are trained with static datasets, 

thus lacks understanding of the physical world.
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• Humans learn a huge amount of knowledge about the external world via 
multisensory experience and interactions, however, current LLM/VLM are 
trained with static datasets, thus lacks understanding of the physical world.
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c picks up a pepper: 0.255
c looks around: 0.243

Action classification Causal Effect of Actions

Physical Interactions involving actions and objects

Future Direction:
Physical Knowledge Enhanced LM/VLM

Humans learn a huge amount of knowledge about the external world via multisensory 

experience and interactions, however, current LLM/VLM are trained with static datasets, 

thus lacks understanding of the physical world.



Future Direction:
Physical Knowledge Enhanced LM/VLM
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From Reading/Seeing to Doing: From passive perception to interaction with the world.
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