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Learning patterns of procedure with human-curated patterns and data.
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Agenda

« What is Procedural Knowledge?
 Tasks requiring Procedural knowledge.



What is Procedural Knowledge?

* Psychology View
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What is Procedural Knowledge?

* Psychology View
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| know Washington,
D.C. is the capitol of
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What is Procedural Knowledge?
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What is Procedural Knowledge?

* Psychology View

) Procedural
) Knowledge

| know how to do
something.



Tasks Requiring Procedural Knowledge IG!Q

* Procedural planning

Time : { >
T start goal .~ \&! |
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Given a start image and an end image, generate a sequence of actions.

Chang, Chien-Yi, et al. "Procedure planning in instructional videos." European Conference on Computer Vision. Springer, Cham, 2020.



Tasks Requiring Procedural Knowledge

* Procedural planning
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Given a start image and an end image, generate a sequence of actions.

Chang, Chien-Yi, et al. "Procedure planning in instructional videos." European Conference on Computer Vision. Springer, Cham, 2020.
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Tasks Requiring Procedural Knowledge GLQILI 0N

 Step forecasting

What is the next step?

Time

Given the historical video, predict the next step.

Frames are from Gordon Ramsay’s Fillet of Beef Wellington
Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019. 9
Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.



Tasks Requiring Procedural Knowledge IGLQ
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 Step forecasting

What is the next step?

Assembling: Shingle the
prosciutto on the plastic wrap;
Spread mushroom over
prosciutto; ...

Time

Given the historical video, predict the next step.

Frames are from Gordon Ramsay’s Fillet of Beef Wellington
Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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 Explicit Knowledge Source: Learning with the help of external knowledge

Data —
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* Implicit Knowledge Source: Learning procedural knowledge from data

*—%1 Model
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) *—%1 Model
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 Explicit Knowledge Source: Learning with the help of external knowledge
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Explicit Knowledge Source GLQ

* Procedural knowledge can be easny curated from the Internet
* Recipe1M ool ——

INGREDIENTS  wuw e DIRECTIONS
. . A tas ot s mer 1o pa

Ingredients

¢ 3 lbs salmon

« 1 teaspoon cajun seasoning
« 1 tablespoon olive oil /

Cooking instructions /

1. Rinse off salmon and pat dry with paper towel.

2. Drizzle cookie sheet with olive oil.

3. Place salmon (skin side down) on cookie sheet
and drizzle more oil on top.

4. Shake Cajun seasoning on salmon to taste.

5. Broil 15-20 minutes or until center of salmon is
done.

Salvador, Amaia, et al. "Learning cross-modal embeddings for cooking recipes and food images." Proceedings of the IEEE conference on computer vision and pattern recognition. 2017.
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Explicit Knowledge Source Iﬁiﬂ IO

* Procedural knowledge can be easily curated from the Internet
* Recipe1M
* wikiHow

brown.

Over high heat, coat bottom of a heavy skillet with olive oil.
Once pan is nearly smoking, sear tenderloin until well-
browned on all sides.

Step 2. Fry the mushroom until they
=> are dried.

To skillet, add butter and melt over medium heat. Add
mushroom mixture and cook until liquid has evaporated.

Step 3. Assembling.
Shingle the prosciutto on the plastic wrap into a rectangle
that’s big enough to cover the whole tenderloin. Spread the
duxelles evenly and thinly over the prosciutto.

Welcome to wikiHow, the
most trusted how-to site
on the internet.

What will you learn on wikiHow today?

l Q Beef wellington ]

https://www.wikihow.com/Main-Page
Koupaee, Mahnaz, and William Yang Wang. "Wikihow: A large scale text summarization dataset." arXiv preprint arXiv:1810.09305 (2018). 14
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How to Utilize the Knowledge Source?
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Zero-Shot Anticipation for Instructional Activities IGLQ @_OQ

* Key Idea: Obtain training data from knowledge base.

1) Learn mstructmnal tasks from tex

[

t

Tl ereswmmain o conan

. Beat together the butter and sugar.

. Add the eggs and beat.

. Add vanilla and the mashed bananas.
Mix the flour, baking powder.

Turn into :
Bake in pr

W=~ Bsw

. Pour into the mold.
Bake.

~NoOunsEWNE

. Add the dry ingredients to the first part.

1. Combine cake mix, strawberries, oil, eggs in a bowl,
2. Add in cream cheese and mix.

3. Using a scoop, form balls of cookie dough
4. Transfer to a baking sheet and bake for 10 minutes.

sentence recipe sentence
encoder network decoder

e s

video recipe sentence
encoder network decoder

2) Transfer knowledge to video

3) Zero-shot Task: predict next steps

Chocolate
Chip Cookies

!’aé,\

—_—

Scoop 6 balls of

dough onto a

baking tray.
predicted
next step

video reupe sentence

EI encoder network decoder

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and Machine Intelligence 17

(2022).
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* Sentence encoder encodes a step sentence into a step vector.
* Recipe network is a RNN modeling procedures.
* Sentence decoder decodes step sentences.

1) Learn instructional tasks from text
[ 1. Cream buttecacmamsasiaoand cuss ] S RECIPE
= A SPACE
1. Beat together the butter and sugar. R
2. Add the eggs and beat.
3. Add vanilla and the mashed bananas. ¢ t
4. Mix the flour, baking powder. sentence sentence
5. Add the dry ingredients to the first part. encoder > decoder SENTENCE
6. Pour into the mold. SPACE
. 7. Bake. ) . |
recipe text
W N ck VIDEO
encoder SPACE
sentence recipe sentence o
encoder network decoder video segments

Model Overview

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.

Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and Machine Intelligence 18
(2022).
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* Sentence encoder encodes a step sentence into a step vector.
* Recipe network is a RNN modeling procedures.
* Sentence decoder decodes step sentences.

1) Learn instructional tasks from text N N e E K
[ 1. Cream buttecacmamsasiaoand cuss 1 . ! RECIPE E
! SPACE :
1. Beat together the butter and sugar. I o !
2. Add the eggs and beat. : !
3. Add vanilla and the mashed bananas. : ¢ : I
4. Mix the flour, baking powder. ' | sentence sentence |
5. Add the dry ingredients to the first part. : encoder —)decoder SENTENCE :
6. Pour into the mold. ! SPACE :
| 7. Bake. A !
L recipe Xt e ¥
> > video IHER
encoder SPACE
sentence recipe sentence o
encoder network decoder video segments

Model Overview

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and Machine Intelligence 19
(2022).
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* Only train the video encoder to project video into step vectors with
annotated data. S ,

2) Transfer knowledge to video

= TEee T 0]

trawberry Cream Cookies

1. Combine cake mix, strawberries, oil, eggs in a bowl,
2. Add in cream cheese and mix.

3. Using a scoop, form balls of cookie dough

4. Transfer to a baking sheet and bake for 10 minutes.

Add strawberries beet lettuce bananas

Blend until ;‘ust combined

t ) ) )
D - D - D - D

Add ice and continue blending
D - S

- D - G - G

Pour mixture into a glass

I [OOOooonnn 0 O000ooon - 00

t 1 ) i )
G - D - G - G - G

video recipe sentence
encoder network decoder

(I

)
G - G

Serve immediately
[I]IUJI]I?J]I]IIIU

sentence decoder

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and Machine Intelligence 20
(2022).
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Zero-Shot Anticipation for Instructional Activities IGLQ @_OQ

e Generalize on new tasks.

3) Zero-shot Task: predict next steps

Chocolate
Chip Cookies
T

i

Scoop 6 balls of

Rt dough onto a

) baking tray.

- . video recipe s:ntegce predicted
= encoder network decoder next step

T
{1
o

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
Sener, Fadime, Rishabh Saraf, and Angela Yao. "Transferring Knowledge from Text to Video: Zero-Shot Anticipation for Procedural Actions." IEEE Transactions on Pattern Analysis and Machine Intelligence 21
(2022).



=
Zero-Shot Anticipation for Instructional Activities IGLQ@OQ

e Strong zeros-hot performance on the proposed Tasty video dataset

Method ING VERBS BLEU1 BLEU4 METEOR
S2VT [53] (GT 7.59 19.18 18.03 1.10 9.12
S2VT [53], next (GT) 1.54 10.66 9.14 0.26 5.59
End-to-end [60] - - - 0.54 5.48
Ours Visual (GT) 20.40 19.18 19.05 1.48 11.78
Ours Visual 16.66 | 17.08 17.59 1.23 11.00
urs Text o .
The larger knowledge base used, the better! ~|: Ours Toxt %25%% 1943 | 2383
Ours Text (0%) 5.80 9.42
Ours Text noING 9.04 | 22.00
Ours joint video-text [ 2227 | 23.35

 Limitation

« Domain is limited to cooking.
* Rely on annotated data samples for training video encoder.

Sener, Fadime, and Angela Yao. "Zero-shot anticipation for instructional activities." Proceedings of the IEEE/CVF International Conference on Computer Vision. 2019.
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Learning To Recognize Procedural Activities with e
Distant Supervision I@@m

e Key Idea: Leverage pretrained language model to align knowledge base
and videos with speech to obtain supervision.

Time 5I4.6 626 72.2 80.2 99.1 107.1 116.7 12:1.7
>
| |

Step KnowledgeBase ~ W/KIHow

How to Install a Portable Air Conditioner
- Determine if the window adapter kit will work with

1
L I
! |
! |
: I
! I
) I
: I
; 1
| your window. ;
Frames I« Connect the exhaust hose that came with the portable
: air conditioner to the air conditioning unit. 1
1 * Secure the exhaust hose window connection in place. :
I« Plug in your air conditioner. |
? i I
1
1 How to Replace a Power Window Motor :
. I« Remove the masking tape and lower the window back
ASR length and attach it type-b screws engage and install power outlet you Pretrained | down. I
to the windows included in the unit the other end to will hear a tone that » L « i ° Insert the window mounting bolts. :
session frame insert this may take up to the back of the air  confirms the air a nguage 1+ Reinstall the plastic liner and interior panel. "
the vent panel nine screws refer to conditioner locate  conditioner has been Model : : I
4', é i’ ¢ : : Plug the electrical cord into a proper electrical outlet. i
Assigned Insert the window  Tighten the screws. Connect the exhaust Plug the electrical : : Tighten the screws. 1
mounting bolts. hose that came with cord into a proper < -=-=-=-=-=---- ! | . :
Steps the portable air electrical outlet. ! 10588 steps, 1053 articles I
conditioner to the air P P L - R =

conditioning unit.

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with Igbﬁog

Distant Supervision

* Step Knowledge Base Construction

e Use 1053 tasks, each of which has at least
100 examples in the HowTo100M dataset

* Find the correspond articles on WikiHow

* Collect sentences for each step in each of
the tasks

Step Knowledge Base

How to Install a Portable Air Conditioner

= Determine if the window adapter kit will work with
your window.

= Secure the exhaust hose window connection in place.
* Plug in your air conditioner.

How to Replace a Power Window Motor
+ Remove the masking tape and lower the window back
down.

= Insert the window mounting bolts.
= Reinstall the plastic liner and interior panel.

« Tighten the screws.

10588 steps, 1053 articles

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with e
Distant Supervision I@@m

Time 5|4 l sa:.s 72.2 | 80.2 9.1 -_ 107.111|s.7 12?: . DiSta nt SuperViSion
==F - - creation

* Leverage a pretrained
language model to

Frames
produce embeddings for
both steps and ASR
sentences from the
AR wwmmimmt e mmmetes s €O S
session frame insert this may take up to the back of the air  confirms the air en ca ICU Iate simi Ia rlty
the vent panel nine screws refer to conditioner locate  conditioner has been between each ASR
| oo R sentence and all the
e e T ewtomiin  Gamsegme  Steps.

conditioner to the air
conditioning unit.

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with e
Distant Supervision I@@m

Pretraining: Learning to align videos Finetuning: Training a classifier with both step-level
and the step knowledge base video representation and ordering information from
the knowledge base

Time

Predicted |
Score| | Frames

v

Steps Step Knowledge Base

How to Replace a Power Window Motor
« Remove the masking tape and lower the window back
down.

+ Insert the window mounting bolts)

O
o
s
>
n
—~+
=
D
Q)
=)
@)
Q
n
%)
=
()
—

y

» Plug the electrical cord into a proper electrical outlet.

« Tighten the screws.

Lin, Xudong, et al. "Learning to recognize procedural activities with distant supervision." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.
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Learning To Recognize Procedural Activities with e
Distant Supervision I@@m

« Step Forecasting on COIN
« Wikihow Knowledge provides high-quality distant supervision!
* Ordering information in the knowledge base further helps!

Long-term Model Segment Model Pretraining Supervision Pretraining Dataset ~ Acc (%)
Basic Transformer S3D [ V] Unsupervised: MIL-NCE on ASR HT100M 28.1
Basic Transformer SlowFast [ /] Supervised: action labels Kinetics 25.6
Basic Transformer TimeSformer [©]  Supervised: action labels Kinetics 34.7
Basic Transformer TimeSformer [*]  Unsupervised: k-means on ASR HT100M 34.0
Basic Transformer TimeSformer Unsupervised: distant supervision (ours) HT100M 38.2
Transformer w/ KB Transfer = TimeSformer Unsupervised: distant supervision (ours) HTI100M 394

* The supervision from the wikihow knowledge base also helps

Recognition of procedural activities on COIN

Long-term Model Segment Model Pretraining Supervision Pretraining Dataset Acc (%)

TSN (RGB+Flow) [57] Inception [54] Supervised: action labels Kinetics 73.4%

Basic Transformer S3D [Y] Unsupervised: MIL-NCE on ASR HT100M 70.2%

Basic Transformer TimeSformer Unsupervised: distant supervision (ours) HT100M 88.9

Transformer w/ KB Transfer = TimeSformer Unsupervised: distant supervision (ours) HTI100M 90.0
Egocentric video classification

Segment Model Pretraining Supervision Pretraining Dataset ~ Action (%)  Verb (%) Noun (%)

ViVIiT-L [1] Supervised: action labels Kinetics 44.0 66.4 56.8

TimeSformer [©]  Supervised: action labels Kinetics 423 66.6 544

TimeSformer Unsupervised: distant supervision (ours) HT100M 44 4 67.1 58.1

 Limitation: Didn’t employ ordering information in the pretraining model. 28
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Induce, Edit, Retrieve: Language Grounded o
Multimodal Schema for Instructional Video Retrieval IGLQEOQ

* Key Idea: Learning multimodal schema to represent procedural
knowledge.

Schema Induction Schema Editing Schema-Guided Video Retrieval
Objective: Construct schemata on tasks. Objective: Edit existing schema for unseen task. Objective: Use schema to improve retrieval performance.
Task: Bake Chicken T _-Source Task: Bake Chicken Google
u YouTube Videos (Learning Data) rersia. b > R S.' ilarity @) [moege Search Retrieve videos of "Bake Fish".
; — Similarity Visual Use the task name "Bake Fish" as query.
Witk 1 - Target Task: Bake Fish PR = e
L‘ ( - )
Object Replacement
H : : Source Step: Wash the chickep thoroughly | GGl SEEEEE  SSRESELL Y
‘ Target Step: Wash the fish thoroughly
Vid: ; ; :
aeon = Global Matching: Lack of Intermediate Information.
= £ Step Deletion i
E Source Step I: Insert a roasting thermometer into the thigh
nﬂn P(Source Step 1 | Bake Fish) << P(Source Step 1 | Bake Chicken) With Schema:
: Delete this step.
-5 Source Step 2: Bake the blackened chicken/fish in the oven Predicted Schema of Bake Fish
% P(Source Step 2 | Bake Fish) = P(Source Step 2 | Bake Chicken) ®  Wash the fish thoroughly
i Wash the chicken Marinate the chicken Bake the blackened '
;E" thoroughly. Season the drumsticks chicken in the oven \ Include this step. /) 3 5835-011 your fish
o or on the grill - ~ = Marinate the fish
| J . 5 T?l;elznl;lept:lacgment o = Sprinkle the sauce on the fish
Ma;u;fz romkgﬁ- g;n-mee ﬂfeginger] (;nonem;sﬁsh = Bake the blackened fish in the oven
Use LM predict a new token: RS
Target Step: Sprinkle the sauce on the fish
v \_ g o =/ A
A Schema of Bake Chicken [ o |
Wash the chicken thoroughly Predicted Schema of Bake Fish Wash the fish Sprinkle the sauce Bake the blackened
Season your drumsticks Wash the fish thoroughly thoroughly on the fish fish in the oven
Marinate the chicken Season your fish
Marinate the fish

Insert a roasting thermometer into the thigh
Sprinkle the ginger on the chicken
Bake the blackened chicken in the oven

Sprinkle the sauce on the fish
Bake the blackened fish in the oven

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded N
Multimodal Schema for Instructional Video Retrieval IGQ@OQ

 Schema Induction i

Objective: Construct schemata on tasks.
Task: Bake Chicken

’ For eaCh taSk’ flnd Correspondlng Steps from [ > ] YouTubeVideos(Leaming Data)
wikiHow and videos from YouTube. Video - ,-
‘:J

* For each segment in each video, retrieve most :
relevant steps with existing video-text matching . ,‘, N

=
@
models. :
5
= I.M human written steps
3 i {
[
-
s Wash the chicken Marinate the chicken Bake the blackened
é- thoroughly. Season the drumsticks chicken in the oven
@) or on the grill

| J
Y

l

A Schema of Bake Chicken
= Wash the chicken thoroughly
Season your drumsticks
= Marinate the chicken
Insert a roasting thermometer into the thigh
= Sprinkle the ginger on the chicken
=  Bake the blackened chicken in the oven

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded T8
Multimodal Schema for Instructional Video Retrieval IGQ@OQ

* Schema Editing

Schema Editing
* For an unseen task, find the most similar seen S i ni i i
. . . . SBERT .l : Google
task based on both textual and visual similarity.  rcu ;_.Tasks?ﬂmm_@ Image earch
Similarity

Target Task: Bake Fish Similarity

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded T8
Multimodal Schema for Instructional Video Retrieval IGLQ@OQ

* Schema Editing

* For an unseen task, find the most similar seen
task based on both textual and visual similarity

* Replace object towards the unseen task. [ T — J

Source Step: Wash the cbjckzthoroughly
Target Step: Wash the fish thoroughly

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded T8
Multimodal Schema for Instructional Video Retrieval IGLQ@OQ

* Schema Editing

* For an unseen task, find the most similar seen
task based on both textual and visual similarity

* Replace object towards the unseen task.

* Delete steps that are not relevant in the new - —— ~
task with a pretrained language model. R e
Delete this step.

Source Step 2: Bake the blackened chicken/fish in the oven
P(Source Step 2 | Bake Fish) ~ P(Source Step 2 | Bake Chicken)
\ Include this step. /

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
34



Induce, Edit, Retrieve: Language Grounded o
Multimodal Schema for Instructional Video Retrieval IGLQEOQ

* Schema Editing

* For an unseen task, find the most similar seen
task based on both textual and visual similarity

* Replace object towards the unseen task.

e Delete steps that are not relevant in the new
task with a pretrained language model.

* Replace tokens least likely associated with the
task in each step by prompting a pretrained Token Replacement

Source Step: Sprinkle the ginger on the fish
Mask the token: Sprinkle the <mask> on the fish

Ia ngu age m Od e I . Use LM predict a new token:

Target Step: Sprinkle the sauce on the fish

ﬁ Predicted Schema of Bake Fish
Wash the fish thoroughly

Season your fish

Marinate the fish

Sprinkle the sauce on the fish

Bake the blackened fish in the oven

------

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Induce, Edit, Retrieve: Language Grounded N
Multimodal Schema for Instructional Video Retrieval I@@m

Schema-Guided Video Retrieval

¢ The Iea rn ed SChema prOVideS Ste p-level Objective: Use schema to improve retrieval performance.
i nfO 'm atIOn tO better I’etl’leve VldeOS . Retrieve videos of "Bake Fish".

Use the task name "Bake Fish" as query.

Method Howto-GEN COIN Youcook2
P@IT R@5T R@I10] Medr], MRRT | P@iT R@5] R@I10T Medr] MRRT | P@iT R@5f R@107 Medr, MRRT
MIL-NCE [31] | 452 310  43.1 15.0 198 | 483  37.1 52.8 95 227 | 270 182 265 32.0 126
- T5 [20] 440 299 41.0 19.0 190 | 461 353 50.7 10.0 219 | 213 160 24.7 61.5 1108
£ GPT2[3] 460 315 433 16.0 200 | 489 392 53.4 8.0 233 | 315 190 27.3 44.5 130
&  GPT3[] 493 333 457 13.0 211 533 421 59.0 8.0 252 | 371 224 34.6 27.0 .160 s s A e L e S e
E‘B GOSC [30] w7 370 o8 1o a1 o L6 P 20 Py 03 207 s 580 146 Global Matching: Lack of Intermediate Information.
<« wikiHow _ | 519 354 _ 478 _ 110 _ 222 | 539 408 _ 561 __ 70 __ 246 | 315 _ 210 _ 342 _ 245 _ 149
§ I IER (Ours) s44” 7373 0.1 10.0 231 572" T 422 578 7.0 256 | 416 258 3838 20.0 175 | )
# VIER? (OQurs) | 550 374 506 10.0 234 | 561 423 591 8.0 258 | 404 251 38.8 20.0 172, With Schema:
| Oracle 565 380 50.8 10.0 237 | 600 434 59.3 7.0 262 | 528 335 71 40 2151
"""""""""""""""""""""""""""""""""""""""""""""""""" ﬁ Predicted Schema of Bake Fish

Wash the fish thoroughly

Season your fish

Marinate the fish

Sprinkle the sauce on the fish

Bake the blackened fish in the oven

Even comparable with oracle (using manual step annotation for each query)

* Limitation 1

. . . [ |
° SChema IS restncted to Step Sequence W|th0ut Wash the fish Sprinkle the sauce Bake the blackened
thoroughly on the fish fish in the oven

considering graph structures, e.g.,
optional/exchangeable steps.

* Only evaluated on text-video retrieval.

< i
ks - l . W]

Yang, Yue, et al. "Induce, edit, retrieve: Language grounded multimodal schema for instructional video retrieval." arXiv preprint arXiv:2111.09276 (2021).
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Summary of Methods Using Explicit Knowledge IGLQQOQ

Sener & Yao ICCV 2019 Lin et al. CVPR 2022 Yang et al.

1) Learn instructional ta:

m text

e eggs and
3. Add vanilla and the mashed bananas.

Schema Induction Schema Editing Schema-Guided Video Retrieval
Objeciv: ectve: Use schema to mprove retrieval pero

‘Task: Bake Clicken

LB Time s DD vouTube Videos (Learing Dota)

conge

) | Step Knowledge Base A
sentence recipe sentence

encoder network decoder

How to Install a Portable Air Conditioner
Determine i the window adapter kit wil work with

F3) Transfer knowledge to vudeo Frames
==

aust hose that came wi he porta
e air conditioning u

Securathe axhoust hose vindow connection in place.
Plug i your air conditioner

et schem of Bk P
e

o Sep Abgament

How to Replace a Power Window Motor

= ot ASR engage and nstall power outlet you | * Remove the masking tape and lower the window back | e e
1, Combine caka mix, strawberries, o, eggs Ina bowl, the other end to  will hear a tone that | o e e
2. Add in cream cheese and mi the back of the air  confirms the a Insert the window mounting bok. : e e it
3. Using a scoop, form balls of cookie dough condiioner locate conditoner,has been | * Refstal the e st o i ol |
4. Transfer to a baking sheet and bake for 10 minutes. H H ; H !
i Schem of ake Chicken
i Insert the window  Tighten the screws. ' Wash he chicke horoghly
Assigned 000 T ore n ahten the serevs | Sesonour i
- Steps H it ek

10588 steps, 1053 articles

3) Zero-shot Task: predlct next steps
Chocolate
chip Co mu.;

Scoop 6 balls of
ugh onto a

/ baking tray.
video  recipe sentence )
encoder network decoder [dsuees

next step

Knowledge as data v

Knowledge as supervision

<

Knowledge for model

<\
N

Sequential knowledge v v

AN

Multimodal knowledge

<
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Summary of Methods Using Explicit Knowledge IG!Q@_OQ

Sener & Yao ICCV 2019 Lin et al. CVPR 2022 Yang et al.
Knowledge as data v
Knowledge as supervision v
Knowledge for model v 4
Sequential knowledge v v v
Multimodal knowledge v

 What is next?
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Future Challenge: Is sequential knowledge enough? IGLD@OQ

* Procedural knowledge:
 From a sequence to a graph!

How to make lemonade?

Cut lemon in half.

1. Cut lemon in half. !

2. Squeeze lemon to get juice. Squeeze lemon to get juice.

3. Add sugar. —~T

4. Add Ice. /‘/‘/’ '\'\,\ Optional
Add sugar. [+ - Add Ice.

Current Knowledge
Exchangeable

Reality
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Future Challenge: Interpret but Not Memorize IGLD@LOQ

« Do models understand why the steps are ordered as in the knowledge base?

How to make lemonade?

Cut lemon in half.

Why these two steps cannot be exchanged?

A 4

Squeeze lemon to get juice.

N
- N,
. ~
/_/ ‘.
A A

Add sugar. Add Ice.

*

What is the intent of this step?
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Agenda IGLD@OQ

« Explicit Knowledge Source: Learning with the help of external knowledge
* Implicit Knowledge Source: Learning procedural knowledge from data

_ - >
(Mg&;g/e) = = - Y‘%‘.\ Model
A o
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MERLOT:

Multimodal Neural Script Knowledge Models

* Key Idea: Learning temporal reasoning ability through massive video

data.

»>

§
=R . ‘_4—-.1 P
- i 1
e - a
1 o a

6M videos

Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.

We're
making a
green-
house.

It's thin
plastic, so

it'll be easy’

to cut.

So I'll cut it

with a
circular
saw.

For my
morning »
routine, | ...

1apooud Ajuo abenbue]

CLS

T

hY

CLS

-
~

~
~

CLS

CLS

Contrastive i Temporal ordering Unmask words
Frame-caption '
matching | — e mask=
e R
Joint Vision & Language Transformer Encoder
\*\ ! [ A A A A [ 4 4 A A A
ES 1.1 . |H.w cLs| 1 || L cLs| 1 | .| L
-t —1 t ¢ $ [ t
' Image Word Word
Encoder embed embed

+

It's thin plastic,
so it'll be easy

to cut.

*

So I'll cut it with
a circular

[MASK]
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MERLOT: I
Multimodal Neural Script Knowledge Models

* Objective 1: Match between frame representations and text
representations

Contrastive
Frame-caption
-_ matching

|
|
We're CLS :

: 2
makinga LN :
green- N :
house. R, :
|
|
|
|
|
|
|

It's thin CLS
plastic, so L
it'll be easy

to cut.

71

A \_‘

So I'll cut it CLS
with a
circular

Saw.

1apooud Ajuo abenbue]

For my CLs
morning »
routine, | ...

Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.



MERLOT:

Multimodal Neural Script Knowledge Models

* Objective 2: Masked Token Modeling.

Unmask words

5 mask=
1 saw
Joint Vision & Language Transformer Encoder
. A A 'y ' 'y 'y
E1ig|m H,W 1 || L CLS| 1 | .| L
— 1 —1 f f % !
Image Word Word
Encoder embed embed
It's thin plastic, So I'll cut it with
so it'll be easy a circular
to cut. [MASK]
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Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.



MERLOT: IGL?@LOQ

Multimodal Neural Script Knowledge Models

* Objective 3: Temporal Ordering (Binary classification between each pair of
frames).

Temporal ordering

R

Joint Vision & Language Transformer Encoder

[ A A A A A 'y 'y ' 'y A A
i é | . ¥ e ". e 1

CLS| 1 | .| L CLS| 1 |..] L
t ¢ $ t 4 $
Word Word
embed ” embed
: ;

It's thin plastic, So I'll cut it with

so it'll be easy a circular
to cut. [MASK]
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MERLOT: I@@m

Multimodal Neural Script Knowledge Models

 The model learns strong temporal reasoning ability and joint video-language
reasoning ability.

Ordering Images from Visual Stories State-of-the-art over various video-language tasks
Spearman Pairwise ace Distance Tasks |Split Vid. Length ActBERT [127] ClipBERTs, SOTA MERLOT
T ) 1
e ;0?9 7(8)7 23)8 MSRVTT-QA | Test  Short - 37.4 415([118]  43.1
UNITER s 755 s MSR-VTT-MC | Test  Short 88.2 - 88.2[127]  90.9
TGIF-Action Test  Short - 82.8 82.8 94,0
ERIOT 733 84.5 498
MERIC TGIF-Transition | Test Short - 87.8 87.8 96.2
TGIF-Frame QA | Test  Short - 60.3 60.3 69.5
LSMDC-FiB QA | Test  Short 48.6 - 48.6 [127] 529
LSMDC-MC Test  Short - - 73.5[121] 817
ActivityNetQA | Test ~ Long - - 38.9[118]  41.4
Drama-QA Val Long - - 81.0 814
TVQA Test Long - - 76.2 78.7
TVQA+ Test Long - - 76.2 80.9
VLEP Test Long - - 67.5 68.4
v

Predict future event given historical videos

 Limitation: short temporal span; importance of the temporal ordering loss is unclear.

46

Zellers, Rowan, et al. "Merlot: Multimodal neural script knowledge models." Advances in Neural Information Processing Systems 34 (2021): 23634-23651.



MERLOT Reserve: Neural Script Knowledge through Igbﬁog

Vision and Language and Sound

* Key Idea: Jointly learn script knowledge with video, language and audio.

e @I jiggle it
el while it pops
\li : Q. *iggling, popcorn
w, Add athirdofa |w: Now turnthe @ Add a lid, and popping*
cup of popcorn heat on high then

[MASKed span]

I I I

Q.| *pouring sound* @ *sizzling* Q:| *lid clinking*

a7

Zellers, Rowan, et al. "Merlot reserve: Neural script knowledge through vision and language and sound." Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2022.



MERLOT Reserve: Neural Script Knowledge through T
Vision and Language and Sound IGLQ@OQ

* Key objective design: contrastive loss between predicted and actual
representation of the masked audio/text

Adda of a
thlrd cup of

popcom now adda Ild and (uggle it whlle it pops
then
ﬁx:r* =iy w-s 4
¥

% v
Jomt Encoder

e
AlaTa ] A A A
Wi WE WL a: ar ar

turn the heat on high| W Jl *sizzling™* | Q¢ Jl

jiggle it (W J “jiggling* | Q! J

welcome to my channel Wi J *music* Q" J
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MERLOT Reserve: Neural Script Knowledge through Iﬁbﬁm

Vision and Language and Sound

 Audio brings extra supervision and information towards stronger video
understanding and video-language performance.

 Limitation: improvement on learned procedural knowledge may be less

Slgnlﬂcant- Requiring understand procedures of actions/objects

Situated REasonin g2 (STAR)

(lest acc; Te)

Action Recognition Model Intcraction (Soquence _ Prediction | Feasibility  Overall
Kinetics-600 (%) ) CIIPBERT I._ |]

Mode] Top-1 Top-> Supervised SOTA 39.8 436 323 314 367

VATT-Base[ ] 80.5 95.5

VATT-Large [2] 83.6 96.6 Random 25.0 250 25.0 25.0 250
_ TimeSFormer-L [9] 822 956 CLIP (VIT-B/16) [97] 39.8 405 355 360 38.0
= Florence [125] 87.8 9738 - an
S MTvBase 1) e o écyIP(BNsox_lf,}[.l_] 39.9 417 36.5 37.0 387
2 MTV-Large[122] 854 967 & Just Ask zs)[127]

A O

MTV-Huge [122] — 89.6 98.3 N @ RESERVE-B 444 40.1 38.1 350 394
@ RESERVE-B 88.1 95.8 - -
© RESERVEL 204 063 @ RESERVE-L 426 41.1 374 322 383
. : @ RESERVE-B (+audio)  44.8 424 38.8 362 40.5
3 ORESERVEL o) o @RESERVE-L (+audio) 439 42.6 37.6 33.6 39.4
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Summary of Methods Learning Implicit Knowledge

Temporally
Ordered
Data

Implicit
Procedural
Knowledge

Order-
aware
Obijectives

Capable
Models
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Future Challenge: Is there a critical point on scale? IGLQ@OQ

« Can models learn procedural knowledge with a limited scale?

(A) Mod. arithmetic

50

Accuracy (%)
\] w >
S S o

—
S

0

N
[en}

60 |-

Accuracy (%)
5

=N
o O

o

ot
(e}
T T

30 |

—e— LaMDA —=— GPT-3 —¢— Gopher —A— Chinchilla

1018 1020 1022 1024

(E) TruthfulQA

1020 1022 1024

(B) IPA transliterate

50

S
)
K 20 ;
—
M
10
0F- S

1018 1020 1022 1024

(F) Grounded mappings

70
60|
= 50 |

1020 1022 1024

Do w B~
o o o

Exact match (%)
S

0

70

60|
501

Y
S
(e}

Accurac

20
10
0

30 |

1018 1020 1022 1024

(G) Multi-task NLU

1020 1022 1024

—&— PaLM

(C) Word unscramble
50 |

[\ w > (18
o en) o o

Exact match (%)
=

0,

= = = Random

(D) Persian QA

1018 1020 1022 1024

(H) Word in context

70
60
X 50

> 40
30 |

Accurac

20
10
0

Wei, Jason, et al. "Emergent abilities of large language models." arXiv preprint arXiv:2206.07682 (2022).

1020 1022 1024

Many reasoning ability of
large language models
emerge when the model
scale is larger than a critical

point.
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Future Challenge: From an instance to a set IGLQ@_OQ

« Can models learn from temporally ordered sets of instances?

Here are the NYC zip codes targeted for

new COVID-19 lockdown
By Kate Sheehy October 4, 2020 | 4:16pm | Updated
‘ temporal pre-cond ition —>» N ie rarChy | Make cheese Cake Sign up for our special edition newsletter to get a daily update on the coronavirus pandemic.

J

There are nine COVID-riddled neighborhoods that New York City wants to return to lockdown Wednesday.

Make Crust (

APRIL 15,2020 | Albany, NY

Amid Ongoing COVID-19 Pandemic, Governor Cuomo Issues

aEsone

hhgts oundﬁ:*\/nw bake  cool

oven il I Suga FDA Takes Key Action in Fight Against
COVID-19 By Issuing Emergency Use
<pringiorm pan Authorization for First COVID-19 Vaccine

Action Follows Thorough Evaluation of Available Safety, Effectiveness, and
Manufacturing Quality Information by FDA Career Scientists, Input from Independent

Current Data Instance Experts

Executive Order Requiring All People in New York to Wear Masks or [
Face Coverings in Public

Real-world complex task

https://en.wikipedia.org/wiki/COVID-19_pandemic_in_New_York_City#cite_note-48
https://nypost.com/2020/10/04/here-are-the-nyc-zip-codes-targeted-for-new-covid-19-lockdown/
https://www.governor.ny.gov/news/amid-ongoing-covid-19-pandemic-governor-cuomo-issues-executive-order-requiring-all-people-new
https://www.fda.gov/news-events/press-announcements/fda-takes-key-action-fight-against-covid-19-issuing-emergency-use-authorization-first-covid-19 92
https://www.nature.com/articles/d41586-020-02684-9




Take-away Messages

Learning Procedural i
Knowledge

Explicit Knowledge IR
Source

Implicit Knowledge

Source

As data

As Supervision

In Models

Temporal Data + Temporal

Objective + Capable Models

Future Challenges:

From a sequence to a graph;
Interpret but not memorize;
Learning with limited scale;

From an instance to a set;
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