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Overview Iqbﬁ’-ﬁ

Compared to raw data, knowledge is important and useful information.

language ~ V+L
model  \_ model

Knowledge

Factual Knowledge

Common Knowledge
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Agenda IG_!_Q@OQ

Part 1. Language knowledge helps learn better vision models
» Pure vision tasks: object detection, image classification, etc.
« Multimodal tasks: VQA, video captioning, etc.

Part 2. Vision knowledge helps learn better language models

 Human learn language by connecting the words to their visual appearance in the
surrounding world.
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Part 1. Language = Vision IG_@LI.:I_OQ

 Implicit knowledge from pre-trained Language Models (LM)

Meta Al is sharing OPT-175B, the first
175-billion-parameter language model to
be made available to the broader Al
rrrrrrr h community.

« Explicit knowledge from human curated sources (e.g., wiki) or model
generated knowledge (e.g., GPT-3 generated category definitions)

L] Concept name: snowberg

S X
/ '% N 4 Def wik: None
). LVUJ" WURDNE GPT3Query:
‘#. gﬁ w Izlfise explain the concept according to the context.
Wiktionary @} v é‘ Q ship
Th icti
¢ frec dictionary A: A water-borne vessel generally larger than a boat.

3



X100

Part 1.1 Implicit Knowledge from Language Models



Frozen IG_Q@OQ

* Preserve LM ability by freezing it during cross-modal model training.
* Gradient: frozen LM - vision encoder

on the water
t ottt ottty

f 0 Language Model /B auto-
Self Attention Layers ==l regressive LM

A A A A A

A A A
Visual , L\,
prom ptS l A A A A A A A
Y¢ vision || 90 Language Model
ResNet-50 ! Encoder Text Embedder v FeREn

ot

A small red boat

Multimodal Few-Shot Learning with Frozen Language Models, Tsimpoukelli et al., NeurlPS 2021



Frozen (_;_1_2@00

« Few-shot multimodal in-context learning after trained on 3M image-text pairs.

~ Model Completion

This person is

like ©. This person |~ ;’ ®. <E0S>

is like ', ’

This person is
like @.

Model Completion

This was invented the Wright
byJZacharlas w brothers. <E0S>
anssen. P
- Wiki
knowledge
T . ‘ Model Completion
With one of these I With one of these I can ¥ ;
can drive around a ' take off from a city and \v'» ~~ With one of \ ’ break into a secure
track, overtaking ‘ fly across the sky to - 4 B T | building, unlock the door
other cars and taking . somewhere on the other . these CATI ] ’ and walk right in <EOS>
corners at speed side of the world % p

* Reasonably good zero/few-shot performance, but still underperform SOTA: limited multimodal data?
(3M); LM is relatively small? (7B)

n-shot Acc. | n=0 | n=1 | n=4 | 7 n-shot Acc. | n=0 | n=1 | n=4 | 7
Frozen 2951357 382 | X Frozen 59 | 97 [ 126 | X
FI’OZen scratch 0.0 0.0 0.0 X Frozen 400mLM 4-0 5.9 6.6 x
Frozen gnetuned 240 | 282 | 292 | X Frozen guetuned 42 | 41 | 46 | X
VQAV2  Frozen uainuina | 262 | 33.5 | 333 | X OKVQA  Frozen yainbina | 33 | 7.2 | 0.0 | X Large gap w/
Frozen voa 484 | - - | v Frozen vqa 196 | - D SOTA
Frozen voa-piina || 39.1 — - |V Frozen voa-piina || 12.5 - — X
Oscar [23] | 738 - | - |V MAVEXx [42] 1394 ] - | - |V

Multimodal Few-Shot Learning with Frozen Language Models, Tsimpoukelli et al., NeurlPS 2021



Flamingo I@_D@OQ

 Afrozen 70B pre-trained LM + a frozen pre-trained ResNet.
« Trained w/ image/video-text pairs, along with interleaved image-text data (M3W), which is important for in-
context learning.

Output: text
. Pretrained and frozen
. This is an A kid
Trained from scratch a very serious cat. image of a doing a
during Flamingo training flamingo kickflip
| . * , )
Perceiver Perceiver n-th GATED XATTN-DENSE Image-Text Pairs dataset Video-Text Pairs dataset
Resampler Resampler ! [N=1, T=1, H, W, C] [N=1, T>1, H, W, C]
' ALIGN: 1.8B + .
. : VTP: 27M videos
LTIP: 312M images
1st GATED XATTN-DENSE - _ )
Processed text Welcome This is a This is a
<image> This is a very cute dog. <image> This is to !I1y picture of picture of
website! my dog. my cat.
Input: text and visual
data interleaved \ P
This is a very cute dog. e Multi-Modal Massive Web (M3 W) dataset
[N>1, T=1, H, W, C]
Visual t'iata L
processing : M3W: 43M webpages (185M images)
7

Flamingo: a Visual Language Model for Few-Shot Learning, Alayrac et al, arXiv 2022



Flamingo IG_@@OQ

« Perceiver resampler (left): map variable sized visual inputs to fixed length visual tokens.
« Gated x-attn (right): bridge vision and language inputs & better preserve info in pre-trained LM. The tanh
gate with zero initialization makes sure a smooth transition from a text-only LM to a visual-language model.

. . %
Percelver Resampler \\f. Pretrained and frozen OUtPUt text \ P .
Trained from scratch a very serious cat. ‘ 7/
________ \ !
\
\ | ]
1

during Flamingo training

1 1
1
1 1
I 1
] 1
______________________________________ P | 1
| FFW i L7 : |
1 <
i ! Perceiver Perceiver " n-th GATED XATTN-DENSE / ! E 1
i @ i Resampler Resampler ! 4 i |
| b ] : 7/ 1 !
. . ! .
i | — | kev=lvl t * Q=[v] | !
=[X 1 !
. Q=[x] i / 1st GATED XATTN-DENSE ! C'!'J 1
1
i T X 1 / I \ i tanh gating |
- 'y Y - Y PRRRTOrCereseotocoooooool / Processed text | 1 ]
. . . — 1 EEW ]
' ’ ’ ' ikimage> This is a very cute dog. <image> This is \ 1 f :
y N i 1
| v Input: text and visual \ : :
h ‘ data interleaved \ : +)= |
A F \ . !
Learned This is a very cute dog. ﬂThis is \ i tanh gating . i
latent Visual data 3 \ | cross attention .
A processin g \ :
queries N i
L. .3 S o e=[vl__
Vision X Y Language
input input

Flamingo: a Visual Language Model for Few-Shot Learning, Alayrac et al, arXiv 2022



Flamingo

——

Image Captioning

Image QA

Video QA

Visual Dialogue

Input Prompt

Il
]

[ * Completion

Y § J

This is a chinchilla. This is a shiba. They =t fo;_mg;i;;ntifz e
? They are mal'nly found are very popular in This is — Caribbean and South
P4 in Chile. Japan. i
America.
J . 4
~\ N N
What is E’hzrtlitle °_f 'Iﬂ‘;lis Where is this painting What is the name of
Paln;;:ﬁ ¥ SAeEEs B displayed? Answer: the city where this was | ——> Arles.
ucinogenic Louvres Museum, Paris. painted? Answer:
Toreador.
o - J
4
What happens to the
man after hitting the — he falls down.
ball? Answer:
Y
()

This is a picture of two teddy
(™ bears on the moon.

What are they doing?
(™ They are having a conversation.
What object are they using?
> It looks like a computer.
Is this surprising?
(™ Yes, it is surprising.

Why is this picture surprising
to you?

I think it is surprising because
teddy bears are not usually
(™ found on the moon.

Flamingo: a Visual Language Model for Few-Shot Learning, Alayrac et al, arXiv 2022

What is the common thing
about these three images?

@ They are all flamingos.

What is the difference between
these three images?

The first one is a cartoon, the

second one is a real flamingo,

and the third one is a 3D
™ model of a flamingo.

(&)

(&)

()

™ onit.

> backyard.

Do you

™ It’s white.

This is an apple with a sticker

What does the sticker say? @&
> The sticker says "iPod".
Where is the photo taken? ¢

It looks like it’s taken in a

handwritten? B
(™ It looks like it’s handwritten.

What color is the sticker? ®

think it is printed or




Flamingo

1 49 SJRI(N

—

« Left: larger model works better; more in-context examples helps.

« Right: thanks to larger model and more training data, he model

achieves comparable or better results than SOTA on multiple tasks. N — ;

S 100.0% -
g < —&— Flamingo 80B
(- = i
S 90.0% FIam!ngo 9B
D o Flamingo 3B
o +
)
82 80.0%
@© @©
>
2 70.0% A | |
<

16 32
umber of shots

=Z 00 -

Flamingo: a Visual Language Model for Few-Shot Learning, Alayrac et al, arXiv 2022

SotA Comparison

NextQA —

Ficksox - o]
STAR - 107%. 115%
MSVDQA - 73% [ 109%
1
OKVQA - 80%- 106%
1
HatefulMemes - 88%. 93%

VizWiz
voav2 | 48% [RNEAA]
COCO { 22% —
VisDial {15%[ L 75% |
Textvor S
MsRVTTOA | 419 N66%
YouCook2 _

Flamingo (80B)
32 shots
Previous

zero/few-shot
SotA

0% 50% 100%

150%

Performance relative to Fine-Tuned SotA
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The method discussed above all require additional

multi-modal pre-training, however, it is very expensive
for LLMs. Is there an alternative way to utilize
knowledge in LLMs?

11
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PICa for few-shot knowledge-based VQA IGIQ @_00

«  Summarize image info in text form with an image-to-text model, and prompt GPT-3 to get an answer.
* Image QA problem is converted into a text QA problem.
« Implicit GPT-3 knowledge <-> previous approaches explicitly query external knowledge
* Few-shot w/o parameter update.

32 degrees <EOS>

Frozen GPT-3
Input prompt to GPT-3
: k Context: A large sandwich on a N /Context: A plate of food is h ::2:;’:9 iﬁ?ﬁi!‘i z;:)emsetandlng o
Please answer the question 4+ Pplate witr? pickles. served f;ontaining toast, soup, + || GFbreilas As Shows.
according to the above context. Q: What is the largest us "*** | and a pickle. Q: What is the warmest outdoor
restaurant chain that sells this Q: What is the green vegetable te.m STttt which this kind of
: item? A: subway ) \on this plate called? A: pickle weaFt)her can happen? A:

f f

Offline Image-to-Text e.g., image captioning model

i

Prompt head In-context exame 1 In-context example n res ing qutio

12
An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VQA, Yang et al, AAAI 2022



-
PICa for few-shot knowledge-based VQA IG_!_QI\\I:;II_OQ

» Works better than fine-tuned models that use explicit wiki knowledge.
» A core issue: image-to-text model is not perfect, it will cause information loss.

Method Image Repr. Knowledge Resources Few-shot || Accuracy
MUTAN+AN (Ben-Younes et al. 2017) Feature Emb.  Wikipedia X 27.8
Mucko (Zhu et al. 2020) Feature Emb.  Dense Captions X 29.2
ConceptBert (Garderes et al. 2020) Feature Emb.  ConceptNet X 33.7
ViLBERT (Lu et al. 2019) Feature Emb.  None X 35.2
OKVQA KRISP (Marino et al. 2021) Feature Emb.  Wikipedia + ConceptNet X 38.9
MAVEX (Wu et al. ‘2021} Feature Emb.  Wikipedia + ConceptNet + Google Images X 394
Frozen (Tsimpoukelli et al. 2021) Feature Emb.  Language Model (7B) v 12.6
PICa-Base Caption GPT-3 (175B) v 42.0
PICa-Base Caption+Tags GPT-3 (175B) v 43.3
PICa-Full Caption GPT-3 (175B) v 46.9
PICa-Full Caption+Tags GPT-3 (175B) v 48.0

(f) How many giraffes are
there?

Context: A herd of giraffe
standing next to a wooden

(e) What color is the
man's jacket?

Context: A man flying
through the air while riding

a snowboard. fence.

Answer: black Answer: 3

GT Answer: [red', 'red', 'red!, GT Answer: [6','6','8','6', '8',
'orange’, 'red’, 'red’, 'red’, 'red’, 6,67, 18, 7]

red’, 'red']

Acc.: 0.0 Acc.: 0.0

13
An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VQA, Yang et al, AAAI 2022
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» Generate frame-level info at various granularity, and put them in a temporal aware prompt for LLM.

VidIL: LLM video + language learning

Image- Objects ) Events] Attributesw

v Visual
= La';:g::?e Tokenization Frm1: bath caddy, bath toy, toy chest, push & pull toy ...

—>» Visual Token Level

Frm2: adhesive bandage, band-aid, bady & toddler shoe ... )
Semantic Role Labeling —>} FrmN: shoe care, adhesive bandage, snakebite ...
. Frame Caption )
Frame Caption N
Image- Generation Frm1: a toddler play!ng !n a bathtub ﬁl!ed with toys
Language 4 Filteri Frm2: a toddler playing in a bathtub with toys >  Frame Level
Sampled Frames Model and Filtering | £rm3: <fitered out>
| FrmN: a boy sitting on the floor with his foot in a toilet
Sparse ( : Task: Video Captioning 7 Task: Video Question Answering 8
Sampling " Task  |Generate a video caption based on the objects, | [ Answer the question based on the objects, events,
‘Instruction ' | events, subtitle and frame captions. Example: | | subtitle and frame captions. Example:
N ol » 4 I
:' IE Objects: First, bath toy. Then, toddler. After that, adhesive bandage ... J
! Fenzstiot E: Events: First, playing with bare feet. Then, child wearing sandal ... Video Level W,
E Contoxt :: Attributes: First, red toy. Then, diaper changing. After that, band aids ...
! :: Frame Captions: First, a toddler playing in a bathtub filled with toys. Then, a toddler playing in a
' ;| bathtub with toys. Finally, a boy sitting on the floor with his foot in a toilet
""""" > | Subtitle: <ASR Transcript> )
Input Video [ .z — — — 4
. Task ' |Video Caption: Question: what is a little kid playing in with his toys?
:\_ _Q_Lfr}/_ _’:: <example caption> or None | |Answer: <example answer> or None ;
= v Vv
Language Model
e , A
i Target i [a boy in the tub with toys and | Output Output
. . ‘ : bathtub
Input Speech ¢ Output ! | one getting his foot bandaged Caption Answer
\_—~~~°°°° ‘ J

Temporal-Aware Few-shot Prompt

Language Models with Image Descriptors are Strong Few-Shot Video-Language Learners, Wang et al, NeurlPS 2022

14



-
Socratic: Composing Multi-modality w/ LLM Idﬂ@m

* A modular framework in which multiple pretrained models may be composed zero-shot through
language without training.

Internet
Data

Visual LMs

Fictional novels |anguage e pixels

Test questions

Images

Spreadsheets

Visual LM

Captions

Large Language Models (LMs)
language < language

Videos
Code

Audio LMs
language < audio

Dialogue & Q&A

I am in a: staircase. I see LM + Audio LM
a: stairs, animal, mammal,

hamster, human leg. 1nk
I hear footsteps: :
climbing. ary: I am most

—~ g likely climbing a staircase
L AVAR csomvnr - (@ People <~ /exc' Robotics d Iy h & . T~ LM
language « assistance 4 language < intent \ ==/ language < affordances an may hear tootsteps.

Screenplays

LM + Visual LM

Summarize ego-centric videos.
15
Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language, Zeng et al, arXiv 2022
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Socratic: Composing Multi-modality w/ LLM IGb’IIHOQ

—

« The model works well on image-text tasks such as image captioning, and video-text tasks such as
text-to-video retrieval. It can also parse & generate robot instructions from free form human language.

Method BLEU-4 METEOR CIDEr SPICE ROUGE-L MSR-VTT Full
*ClipCap [45] 40.7 30.4 152.4 252 60.9 Category Method R@11 R@51 R@101 MdRJ] Audio
TMAGIC [61 114 16.4 56.2 11.3 39.0
COCO [61] : MSRVTT JEMC [70] 125 321 424 160 yes
captions ZeroCap [62] 00 88 180 56 183 retrieval  Fineruned Olab Bxperts [3] 130 002 Do yes
SMs O-shot (ours) 6.9 150 445 101 34.1 ideo [71] : : - 0 no
SMs 3-shot (ours) 18.3 18.8 76.3 14.8 43.7 CLIP via [67] 403 69.7 79.2 2.0 no
Zero-shot ) ) ‘ )
*finetuned on full training set with image-text pairs. SM:s (ours) 447 712 800 2.0  yes
T finetuned on unpaired training set, zero-shot on image-text pairs.
. objects = ["green block”, "blue block”, "yellow block”, "green
Visual LM > bowl”, "blue bowl”, "yellow bowl”]
/»# move all the blocks to different corners.
User Step 1. robot.pick_and_place("green block”, "top left corner")
. Step 2. robot.pick_and_place(”"blue block”, "top right corner")
Instruction Step 3. robot.pick_and_place("yellow block”, "bottom left corner”)
# now move the blue block to the middle.
Step 1. robot.pick_and_place(”"blue block”, "middle")
LM # stack the blocks on top of each other. VLM input VLM detection
Step 1. robot.pick_and_place("yellow block”, "blue block")
Step 2. robot.pick_and_place(”green block”, "yellow block")
# wait actually undo that last step.
Step 1. robot.pick_and_place(”green block”, "top left corner")
# put the yellow block in the bowl you think it best fits.
Step 1. robot.pick_and_place(”"yellow block"”, "yellow bowl")
# ok now sort the remaining blocks in the same way.
Step 1. robot.pick_and_place("blue block”, "blue bowl")
Step 2. robot.pick_and_place("green block”, "green bowl") Inhialstate After "walt actually undo.." 16

Socratic Models: Composing Zero-Shot Multimodal Reasoning with Language, Zeng et al, arXiv 2022
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LLM for ZS multi-modal learning: Pros/Cons IG_!Q@_OQ

Pros
» It provides an efficient way to utilize foundation models of different modalities, no extra training required.
» The approaches are modular: new modules can be seamlessly plugged into the framework.

Cons
» Modality specific models are not perfect, there will be info loss when converted into text.
» The lower performance vs. e2e trained Flamingo model might partly due to this info loss.

(f) How many giraffes are
there?

Context: A herd of giraffe
standing next to a wooden

(e) What color is the
man's jacket?

Context: A man flying
through the air while riding

a snowboard. fence.

Answer: black Answer: 3

GT Answer: [red', 'red', 'red’, GT Answer: 6, '6', '8', '6', '8',
‘orange’, 'red', 'red’, 'red’, 'red’, '6','6','7",'8'",'7"]

red’, 'red']

Acc.: 0.0 Acc.: 0.0

Failure cases from the PICa model.
17

An Empirical Study of GPT-3 for Few-Shot Knowledge-Based VQA, Yang et al, AAAI 2022
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The use of implicit knowledge from pre-trained LMs
shows strong zero-shot performance for multi-modal
tasks, however, they are hard to interpret. Is there a
more interpretable way of using language knowledge”

18



Part 1.2 Explicit Knowledge from Language
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K-LITE

» External knowledge is useful to help the model
understand rare concepts.

/| Sashimi N

A dish consisting of
thin slices or pieces of

raw fish or meat.
- Y
PN
‘ 4
Original @ Query Knowledge WQ/R D N ET image Classification )
Dataset Construction Acquisition ‘ Pretraining — > Task-level Transfer
ImageNet-21K O ImageNet-1K
@ @ \GCC/YFCC O 20 datasets
4
Image Language Knowledge il iionary (| Object Detection N

The free dictionary

l ]
Language-Image Learning

@ Concat Language & Knowledge

| -
Knowledge-Augmented Language-Image Learning

Pretraining — Task-level Transfer
Object365 O LVIS

O 13 datasets
\ J

K-LITE:

Learning Transferable Visual Models with External Knowledge, Shen et al., NeurlPS 2022




K-LITE

82,

=

=

5

Knowledge coverage 771 Concept overlap with knowledge 1 Orignal concept overlap

Performance gain with knowledgeJ

100 - — - - 100
80 1 ] — - i — - 80
604 [ _ N | [ - 60
40 A - 40

F80-2 D6 .4 i LI
200 | /8 804.0 133 L S
N B io. 13.50 .57 £8.29 [F8.05 [+11.81 §1.09 +0.43 §£0.19 +0.16 0.15 +0.00 m0.1 |1 6 250
T T T T T T T T T T T T T T l’v T Q l& T ‘é' T /\ K’
s F & &S E
S S >
Qo
« English marigold: Any of the Old .World B ig & Lobster bisque: A thick Gfeamy/seup
plants, of the genus Calendula, with = made from fish, shellfish, meat or
orange, yellow or reddish flowers. vegetables
(%) Wallflower: Any of several short-lived (%) Hot and sour soup: 'A"Y one of sc?\{eral
herbs or shrubs of the Erysimum genus soups, served in various Asian cuisines,
with bright yellow to red flowers. which are both spicy and sour

K-LITE: Learning Transferable Visual Models with External Knowledge, Shen et al., NeurlPS 2022

Concept overlap (%)

21



ELEVATER oo

« Same K-LITE model, but with GPT-3 knowledge
« GPT-3 knowledge improves ZS image classification and object detection. More is better.

« GPT-3 + wiki is often better for image classification, but not for object detection.

U Concept name: snowberg
08
%@f Def_wik: None 13.50
GPT3 Query: 34.00 o O
13.14 torioOny 6= g e B
Please explain the concept according to the context. @ o O 8 WikiOnly™0 o o
=== o 33.44 TonkT oAy T =D v GO N o)
Q: ship o 33.00 < O~ Wiki-and-GPT3
A: A water-borne vessel generally larger than a boat. @ O O- Wiki-and-GPT3 = 0~ GPT3 Only
W storage tank Baesline (UniCL) i
Baesline (GLIP
A: A closed container for liquids or gases. 27.15 I O O 11.53 t———- .""("._")_"T""_'.'_""T ------
=== 2 3 4 5 2 3 4 5
# GPT-3 Knowledge # GPT-3 Knowledge
Q: snowberg . . . .
Be (a) Image classification (b) Object detection
GPT3 Answer: A large mass of ice floating in the sea.
Zero-shot performance
22

K-LITE: Learning Transferable Visual Models with External Knowledge, Shen et al., NeurlPS 2022
ELEVATER: A Benchmark and Toolkit for Evaluating Language-Augmented Visual Models, NeurlPS 2022
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Vision - Language IG_!_QLI:II_OQ

Could vision knowledge help learn language?

23
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Could vision knowledge help learn language? IG_@@_OQ

« Visual pointing is an essential step for most children to learn meanings of words [Bloom 2002].

Humans learn language by listening, speaking
Look! This is a “cat”!

“ButterCup”, cat photo credit to Xiaoyu Xiang
How children learn the meanings of words. Paul Bloom. 2002. MIT press. 24
Vokenization: Improving Language Understanding with Contextualized, Visual-Grounded Supervision, Tan et al., EMNLP 2020
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Vokenization: LM w/ Vision Supervision oo

» Besides standard Masked Language Modeling (MLM), the LM is also trained w/ a voken classification
task, by assigning each text token into one of the images (vokens) in the pool.

» Vokens are pre-defined, and are obtained by using a pre-trained image-text retrieval model

Masked Language Model Voken Classification Task

,” Masked Tokens b ,” Vokens (Token-Related Images \
\ g \
[ [ [ - . — 1
: - i : l Bl el BN

1 A 2 A 7Y A A A
I | | I ? I I : : : | 1 1 :
I T ] | ! 1
| | | 1 I 1
: : BERT Transformer Model : ! Vokenization : BERT Transformer Model !
I | | I I |

| I

: : | : | | : : : 1 | I 1 :
1 1 1 1 1 | 1 1 1 1 1
: humans || [MASK] | [language by [MASK] | | speaking «:—Hulrlzil:slilegarspleaali(glﬁzge by I humans || [MASK] || language by [MASK] :
| I ’ e I 1
\ Language Input 7 \ Language Input .
N , \ guag PR

— e e o o e e e o o e e e e e e o o o = = — e e o e o e o e o o e e e e e e e o o = =

25
Vokenization: Improving Language Understanding with Contextualized, Visual-Grounded Supervision, Tan et al., EMNLP 2020
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» Voken classification task improves LM performance on a wide range of pure-language tasks.
» This conclusion holds for both BERT and RoBERTa.

Vokenization: LM w/ Vision Supervision

Method SST-2 QNLI QQP MNLI SQuADvl.l SQuADv2.0 SWAG Avg.
BERT¢1 /5121 88.0 852 871 779 71.3/80.2 57.2/60.8 56.2 75.6
BERTé¢1 /5120 + Voken-cls 89.7 850 873 78.6 715/80.2 61.3/646 58.2 76.8
BERT 151 /768u 89.3 879 832 794 77.0/85.3 67.77/71.1 6577 9.4
BERT 51 /7681 + Voken-cls 92.2 88.6 88.6 82.6 78.8/86.7 638.1/71.2 T70.6 82.1
RoBERTag; /5121 87.8 824 852 73.1 509/61.9 49.6/5277 55.1 70.2
RoBERTagr 5105 + Voken-cls  87.8 85.1 853 76,5 55.0/66.4 509/541 60.0 72.6
RoBERTa 151 /7681 89.2 875 862 79.0 70.2/79.9 59.2/63.1 652 T7.6
RoBERTa 5 /763y + Voken-cls  90.5 89.2 87.8 81.0 73.0/82.5 65.9/69.3 704 80.6

Vokenization: Improving Language Understanding with Contextualized, Visual-Grounded Supervision, Tan et al., EMNLP 2020

26



P N
VidLanKD: LM w/ Video-Distilled Knowledge a2 [110Q

» Vokenization suffers from approximation error of using finite image labels + the lack of vocabulary
diversity of a small image-text dataset (COCO).

« VidLanKD improves it by (1) using knowledge distillation instead of discrete vokenization to avoid
approximation error; (2) using a large-scale video-language dataset HowTo100M.

(a) Cross-modal Pretraining (b) Knowledge Distillation

4 Multi-modal Dataset (D) ) 4 Text Dataset (D,) )

7 — - Season the eggs before A large body of Western Chalukya literature in the Kannada

m J n ’ \- puttlng in the pan ... Use language was produced during the empire's reign (973—
e Wl  vour spatula to get the olive 1200) in present-day India. Kannada literature from this

B E » N =B ¥ ' IO  oil all the way around .. period, usually considered Old Kannada, ...

\_ Video Text ) \_ )
Distillation
* Freeze *

. Y
Teacher LM | - - 272 _, | TeacherLM | = | Student LM

27
VIDLANKD: Improving Language Understanding via Video-Distilled Knowledge Transfer, Tang et al., NeurIlPS 2021
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VidLanKD: LM w/ Video-Distilled Knowledge a2 [110Q

» The teacher LM is trained with (a) video-language contrastive learning; + (b) masked language modeling

(a) Video-Language Contrastive Learning (b) Masked Language Modeling

Triplet Margin Loss

{ 11 d [ Negative ]
. Log-likelihood
Average Pool Q o Positive pair /D\ Negative pair D
l — PuII — Push \
10 .00 00 00 0O 00
D S S S S S t 1t
Teacher Visual Encoder TeaL<|:vr||er Te?j’rl'er Teacher LM

ttt 111
J00--00C

xmasked

t t t + 1t t
Video frame features Paired caption = Random caption
v X x'

-
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P
VidLanKD: LM w/ Video-Distilled Knowledge IG_!_Q@_OQ

« The student LM is trained with (a) knowledge distillation; + (b) masked language modeling

(a) Knowledge Distillation (b) Masked Language Modeling

KD Obijectives
(NST + CRD)

[ e
t 1 t 1t |
t 1 t + ot 1 ot t 1 t 1
Teacher '('fargg::)ge Model Student Language Model i Student Language Model
X 7 ottt t 1t
| L

Same Input Text Masked Text
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P
VidLanKD: LM w/ Video-Distilled Knowledge IG_!_Q@_OQ

» Cross-modal KD (last 2 rows) achieves better performance than image vokenization.

SST-2 QNLI QQP MNLI SQuADvl.1 SQuADv2.0 SWAG Avg.

Acc  Acc  Acc  Acc EMT EM Acc
BERT 51 /7631 [68] 89.3 879 832 794 71.0 67.7 65.7 78.6
+ KD (Img-Voken) [68] 92.2 88.6 88.6 826 78.8 68.1 70.6 81.4
BERT 51 /7631 89.0 88.0 862 792 717.2 68.0 65.0 78.9
+ KD (Vid-Voken) w/ ResNet  93.4 89.2  88.7 83.0 78.9 68.7 70.0 81.7
+ KD (Vid-Voken) w/ CLIP 94.1 89.8 89.0 83.9 79.2 68.6 71.6 82.3
+ KD (NST+CRD) w/ ResNet  94.2 89.3  89.7 84.0 79.0 68.9 71.8 82.4
+ KD (NST+CRD) w/ CLIP 94.5 89.6 898 84.2 79.6 68.7 72.0 82.6
» Performance gain is mostly from knowledge, physical interaction, & temporal reasoning
GLUE d1agnostlcN T PIQA }{A ACIE
Lexicon Predicate Logic Knowledge
BERT¢; /5121 53.0 64.2 44.5 44.0 56.9 63.4

+KD-NST 533 (+0.3) 63.7(-0.5) 44.8(+0.3) 48.6(+4.6) 60.0(+3.1) 66.7 (+3.3)

PIQA: QA w/ physical interactions + commonsense reasoning
TRACIE: a temporal reasoning benchmark
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Take-way messages IGIQ LI:-II,OQ

* Preserves the in-context learning ability of LM

« Larger LM is better, the same as pure language tasks

« They are quite general and are applicable to a wide
range of tasks

Training vision model

w/ frozen LM

- V: Implicit
Knowledge

—

Convert multimodal * Allof aboye. o _ o |
eV ¢« Computation efficient: no finetuning is required

_ * Inherently modular, easy to update individual modules
* May suffer info loss when during the conversion to text

=> V: Explicit * Human curated (e.g., wordnet) or LLM (GPT-3) improves image classification and
Knowledge detection

« Vision knowledge via vokenization or distillation improves LMs, especially for
physical and commonsense knowledge, and temporal reasoning.

31



Future Work IGb@_OQ

» Existing approaches using frozen LLM shows better performance, but they typically require full
backpropagation through a LLM, which is very expensive.

Output: text

. Pretrained and frozen

Trained from scratch

during Flamingo training
| * » Full-backpropagation - Sparse
backpropagation [Cheng et al, CVPR

Perceiver Perceiver n-th GATED XATTN-DENSE

Resampler Resampler | :2():2:2]

' » Deep fusion - Shallow fusion

1st GATED XATTN-DENSE

a very serious cat.

—_—

R —

Processed text

<image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

This is a very cute dog. ﬁThis is

,

Visual data
processing

Flamingo, [Alayrac et al, arXiv 2022]

80B model: 1536 TPUv4 chips X 15 days. 2



Future Work

» Using vision (image or video) supervision has shown some early success.

1000

GPT-3 (175B) —

100

Megatron-LM (8.3B)

10

Model Size (in billions of parameters)

BERT-Large (340M)

BERT-Base (110M)

0.1
LELMo (94M)

0.01
2018 2019 2020 2021

Figure credit to Julien Simon, https://huggingface.co/blog/large-language-models

Megatron-Turing LG (5308)»  Bidirectional LM only, casual LM is not

explored.
« Small model (up to 110M BERT-base),
vs., 175B GPT-3

* How about using other modalities
(audio) as supervision?

2022
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